Network Architectures
Architecture:  The manner in which the neurons in a neural network are structured.

The architecture is linked with the learning algorithm.
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Major Types:

1.  Single-Layer Feedforward Network

2.  Multilayer Feedforward Network

3.  Recurrent Networks

Single Layer Feedforward Networks

All connections feed forward through the network.




MATLAB Notation:


R = number of inputs


S = number of outputs

Input patterns:  p(1)...p(R)

:Rx1 column vector

Outputs:  a(1)...a(S)


:Sx1 column vector

Weights:  w(1,1)...w(S,R)

:SxR matrix

Biases:  b(1)...b(S)


:Sx1 column vector

Targets:  t(1)...t(S)


:Sx1 column vector

Activation Function: F

:String value.

a=F(w*p+b)

  =SxR * Rx1 + Sx1=Sx1

Fully connected feedforward.  All neurons are connected to each of the next layer's neurons.

Multi Layer Feedforward Networks
A Feedforward network with several layers.  Intermediate layers are called hidden layers.  There can be one or more than one hidden layers.




Input patterns:  p(1)...p(R)

:Rx1 column vector

Outputs:  a2(1)...a2(S2)

:Sx1 column vector

Hidden outputs:  a1(1)...a1(S1)
:Sx1 column vector

Weights:  w(1,1)...w(S1,R)
:S1xR matrix  (w1)


  w(1,1)...w(S2,S1)
:S2xS1 matrix  (w2)
Biases:  b(1)...b(S1)


:S1x1 column vector


      b(1)...b(S2)


:S2x1 column vector

Targets:  t(1)...t(S2)


:S1x1 column vector

Activation Function: F1,F2
:String value.

a1=F1(w1*p+b1)

a2=F2(w2*a1+b2)

R and S2 are fixed by the problem.

S1, Fn and the number of hidden layers are user selectable.

Recurrent Networks

Networks with feedback connections that can exhibit temporal behavior.  They are sequential rather than combinational.  Examples are Elman and Hopfield.




Outputs are based on current inputs and outputs.  There may be time delays in the feedback connections.

These will be discussed during week 11.

Neural Network Learning (Training)
The process by which a neural network's free parameters are changed through a continuous process of stimulation by the environment.

1.  ANN is stimulated by the environment.

2.  ANN undergoes changes.

3.  ANN responds differently.

Usually:




Learning Algorithm:  a prescribed set of rules for modifying the free parameters of a neural network.

Four Basic Algorithms (Rules):

1.  Error Correction

2.  Hebbian Learning

3.  Competitive Learning

4.  Boltzmann Learning

Learning Paradigm:  manner in which the neural network relates to its environment.

Three Basic Paradigms:

1.  Supervised

2.  Unsupervised (self-organized)

3.  Reinforcement

Error Correction







MATLAB

Input Vector:




p(n)

Actual Response:



ak(n)

Desired Response:


tk(n)

(for neuron k at time n)

Error Signal:




Error correction goal is to minimize a cost or objective function.







The free parameters are changed to reduce this error:






This is the error correction learning rule (delta rule).

The learning rate  is chosen to speed learning without becoming unstable. 

A plot of E versus the free parameters is called an error surface.  


1.  If the neural network consists of linear processing units, the surface is a quadratic function of the weights; it is bowl shaped and has a unique (global) minimum.


2.  If the neural network consists of non-linear processing elements, the surface may have local minimum points.

Error correction learning starts from one point on the error surface and moves towards a minimum in an iterative fashion.




Hebbian Learning

This associative learning rule is the oldest of all learning rules:

If two neurons are activated simultaneously, the synaptic weight between them is increased.

The change in the weights is:




where  is the learning rate.

If the weights are only increased, the exponential growth results in saturated neurons.  A second term  is added to account for weight forgetting.  




Several other Hebbian learning algorithms exist and will be studied later.

Competitive Learning
The output neurons compete among themselves to determine which one fires.  Only one output neuron is active at a time.

This technique is highly applicable to classification where an input pattern must be classified to a single group.

The standard competitive learning rule had the effect of moving the weight vector towards the input pattern:





Boltzmann Learning
A stochastic learning algorithm using a recurrent ANN structure with binary neurons (+1,-1).  

A random technique that tries to minimize an energy function.  

Supervised Paradigm
Uses an external teacher that provides target outputs.  Iterative adjustments are carried out to make the actual outputs equal the desired or target outputs.

The adjustments are made to reduce an error measure, this usually makes use of some gradient information.

Off-line:  A separate computing facility is used to train a network with pre-collected data.  When performance is acceptable, the network is frozen.

On-line:  Learning is implemented within the system itself.  This is done in real time and results in a dynamic network.

Disadvantage:  The network must have input-output pairs that are similar to the actual operating cases.

Reinforcement Paradigm

On-line learning through a process of trial and error designed to maximize a scalar performance index called a reinforcement signal.

Thorndike's Law of Reinforcement learning:

If an action taken by a learning system is followed by a satisfactory state of affairs, then the tendency of the system to produce that particular action is strengthened of reinforced.  Otherwise, the tendency of the system to produce that action is weakened.

Reinforcement is an evaluative feedback system, supervised learning is an instructive feedback system.

A reinforcement system must probe the environment and use both a trial and error and delayed reward.  A critic evaluates the merit of the action.

A conflict arises between two factors:

1.  The desire to use knowledge already collected about the relative merits of actions.

2.  The desire to collect more knowledge about the consequence of actions.

Unsupervised Paradigm

(self-organized)
There is no external teacher (supervised) or critic (reinforcement) to oversee the learning process.  The network forms an internal representation to encode the features of the data.

No target outputs are given.

Competitive learning is an example.

An advantage over many supervised algorithms, such as back-propagation, is that there is a linear relationship between the size of the network and training complexity versus an exponential relationship common to many supervised training algorithms.

Learning Tasks

1.  Approximation of a desired input-output mapping.  Perfect candidate for supervised learning.

2.  Association:  Store input/output patterns.  Autoassociation may be better suited to unsupervised and heteroassociation to supervised.  Input patterns may contain noise.

3.  Pattern Classification:  Classify into a category.  If there is apriori knowledge about the desired categories use supervised.  Non-linear decision boundaries can be formed.

4.  Prediction:  Temporal signal processing.  This may be though of as model building or system identification.

5.  Control:  Several types including model reference adaptive control, adaptive heuristic critic, and inverse control.

6.  Beamforming:  A technique used in radar and sonar environments to steer the receiver towards the target.

Practical Issues of Supervised Learning

Batch Training versus Sequential Training:

In sequential training, the weights are updated after each pattern is presented to the network.

In batch training, the weights are updated after the entire training set is presented to the network.

Batch training performs an averaged weight update and sequential training performs a stochastic march down the error surface;  this stochastic march may improve training if many local minima are present.






Where Q is the number of input patterns of R elements.  I will use the notation of the transpose of this matrix where each row is an input pattern and each column is an input variable.  When MATLAB functions are called, my notation needs to be transposed.
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