Neural Networks for 

System Identification and Control

System identification is the task of finding suitable mappings which can approximate those of dynamic systems.

Most dynamical systems have temporal behavior so TDNNs or recurrent networks are necessary.

Several neural network models are used depending on the type of system to be modeled.
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Time Delay Neural Network Model


Models systems whose outputs depend only on present and past inputs.  This is a static plant.




A dynamic plant's current output depends on its previous outputs.  Recurrent networks are used to model dynamic systems, if independent of previous inputs.




This model is used when the output depends on previous inputs and outputs.

System Identification Models
There are also several system identification model architectures:

The number of delay lines depends on the characteristics of the plant.  The number of delays should equal the order of the plant if it is known.

Non-Recurrent models are inherently stable.  They will have a bounded output for a bounded input and the output will not oscillate (marginally stable).




A Recurrent network can become unstable due to the feedback loop between its output and input.  There is also no guarantee that the output will converge to a stable solution when modeling the system.




When the actual plant output is fed back to the recurrent nodes, the plant can be guaranteed to be stable.




The general series-parallel models adds a tapped delay line i as inputs along with recurrent connections from the plant (not the model).  This system identification model is the most general and is stable because there is no feedback line from the ANN output to its input.




Neural Control

Neural control is especially useful in controlling non-linear systems.  Although mathematical systems theory has success controlling linear and linearized systems, success is limited with non-linear systems.

Methods:

1.

Supervised Control

2.

Direct Inverse Control

3.

Neural Adaptive Control

4.

Back-Propagation Through Time

5.

Adaptive Critic Methods

Supervised Control







A neural network is trained to perform the same actions as another controller for given inputs and plant conditions.

After the neural controller is trained, it replaces the controller.

Direct Inverse Control

A Neural Network is trained to model the inverse of a plant similar to the system identification problem.




After the neural network learns the inverse model, it is used as a controller.  This only works for a plant that can be modeled by an inverse function.

Since  

  the output (y(k))equals the input (u(k)).




Neural Adaptive Control
When the plant changes with time due to wear, temperature affects, etc., an adaptive controller must be used.  Model Referenced Adaptive Control (MRAC) adapts the controller characteristics so that the controller plant combination performs like a reference plant.




Since the plant lies between the neural network and the error term, there is no method to directly adjust the controllers weights to reduce the error.  Therefore, indirect control must be used.




In indirect adaptive control, an ANN identification model is used to model the non-linear plant.  This model may be updated to track the plant if necessary.

The error signals can now be backpropagated through the identification model to train the neural controller so that the plant response is equal to that of the reference model.

This method uses two neural networks, one for system identification and one for MRAC.

Back Propagation Through Time
(BPTT)

BPTT can be used to move a system from one state to another state in a finite number of steps (if the system is controllable).

First a system identification neural network model must be trained so that the error signals can be propagated through it to the controller.



BPTT Training takes place in two steps:

1.
The plant motion stage, where the plant takes k time steps.

2.
The weight adjustment stage, where the controller's weights are adjusted to make the final state approach the target state.

It is important to note that there is only one set of weights to adjust because there is only one controller.  Many iterations are run until performance is as desired.

Truck Backer-Upper

As an example of BPTT, consider the Truck Backer-Upper designed by Nguyen and Widrow (1989).  A truck and trailer needs to be backed up into a loading dock.  This is a very non-linear problem.

There are 6 independent state variables:

1.
2.

Position of the rear center of the truck (xtr, ytr)

3.
4.

Position of the truck cab (xcab, ycab).

5.


Cab angle (cab).

6.


Trailer Angel (tr).




The trucks motion is broken up into steps of time.

This method suffers from the required accuracy of the ANN system (truck) model.

At the time of Nguyen and Widrow's paper there was no known solution.  Since then, several have been published.

Adaptive Critic
Often a decision has to be made without an exact conclusion as to its effectiveness (e.g. chess), but an approximation of its effectiveness can be obtained. 

This approximation can be used to change the control system.  This type of learning is called reinforcement learning.  

A critic evaluates the results of the control action:  if they are good, the action is reinforced, it they are poor, the action is weakened.  This is a trial and error method and active exploration when the gradient of the evaluation system in terms of the control action is not available.

This is an approximate method, and should only be used when a more exact method is unavailable.




An adaptive critic system has an ANN that estimates the utility J(k) or goodness of the state x(k).  And a second network that trains with reinforcement learning to produce an input to the system(u(k)) that produces a good state: x(k). 
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