Neural Network Generalization

Generalization is the ability to perform correctly on data that is has not seen before (that was not used for training).

Overfitting is when a network learns peculiarities in training set that are not general to the data as a whole.  In other words, it learns the noise in the data.

Overfitting causes poor generalization.

There are several methods used to reduce overfitting and improve generalization:

1.  Stop training when an appropriate error goal is met.

2.  Use a representative training set.  As the amount of training data is increased, the noise effects are lessened.

3.  Use the smallest network possible.  This constrains the solution to be smoother (regularization).

4.  Use Cross Validation Training:

Cross Validation training uses two sets of data:  

a).  training set

b).  checking or validation set.

The validation set SSE is calculated at each iteration.  When this metric starts to increase, overfitting is occurring.  The training set will always decrease.  When the network starts to learn the peculiarities in the training set that do not exist in the validation set, the validation error will start to increase.  At this point, training should stop.

Neural Network Regularization Techniques
1. Levenberg-Marquardt has inherent regularization properties (see paper).

2. Cross validation training is a regularization technique.

3. Weight Decay 

4. Bayesian Regularization
Regularization

Common to all ill-conditioned problems is the fact that the data usually underconstrains the range of possible solutions.  We reduce the number of neurons and weights to reduce this effect.

Weight Decay

Weight Decay is implemented to for weights that aren't important, to 0.  This effectively prunes the network and reduces its complexity.




Bayesian Neural Network Regularization can implemented by augmenting the performance function (SSE) with an additional term.  

msereg=

MSE+(1-

)MSW

where:  
MSE is the mean squared error



MSW is the mean square of the weights




This performance function weights the fitness of the model (MSE) with the complexity of the model (MSW).

When SSE by itself is minimized, the training performance can be very good, but the solution becomes unstable, wildly oscillating, or in other way unrealistic.

MSW measures the "smoothness" of the desired solution, the MSW is called regularization operator.  Minimizing MSW by itself is supposed to give a solution that is "smooth" or "stable" or "likely" but that has nothing to do with our data.

NN Toolbox has trainbr for automated regularization.

By reducing the size of the weights, the network model will be smoother and less likely to overfit.

The Regularization Parameter

· ( is called the regularization parameter and controls the trade-off between closeness to the data and smoothness or a priori belief.

· Smoothness can be gained by having small weights.

· ( can be found by cross-validation or by other methods.

· The central idea of the regularization is a compromise between fidelity to data and fidelity to some prior information about solution.
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