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Introduction to Neural Networks

Definition: A massively parallel distributed processor that has a natural propensity for storing experiential knowledge and making it available for later use.  It resembles the brain in two respects:

1.  Knowledge is acquired by the network through a process called learning.

2.  Interneuron strengths known as synaptic weights are used to store the knowledge.

Neural Networks consist of many simple highly interconnected processing units in an architecture inspired by the brain.

Neural Networks are referred to as:

SYMBOL 183 \f "Symbol" \s 10 \h
neurocomputers

SYMBOL 183 \f "Symbol" \s 10 \h
connectionist networks

SYMBOL 183 \f "Symbol" \s 10 \h
parallel distributed processors

Relationship to the Brain

Brain:  highly complex, nonlinear, parallel computer.

It is composed of billions of neurons and organizes them to perform certain functions.  It learns through experience.

Neuron:  the building block of the brain.  It has four basic components:

The body of the nerve cell is the soma.

It receives and combines signals from other neurons through paths called dendrites (receptive zones).

If the combined signal is strong enough it fires an output through an axon (transmission line).

Synapses regulate how much of each incoming signal passes to the neuron.  They are areas of contact between neurons and can be either excitatory or inhibitory.




Basic Neuron

Neural Network Neuron
Neuron:  The basic processing unit of a neural network.

Inputs:  Where signals enter the neuron. 

Weights:  Modify the incoming signals.

Processing Unit:  Sums the modified inputs and modifies the result with an activation function.

Output:  Caries the signal out of the neuron.




Neuron

One can see that the neural network neuron is very similar to the biological neuron of the brain.

These neurons are usually grouped in layers, and the layers are grouped into networks.

Benefits of Neural Networks

1.
Non-Linear:  Many times neurons are non-linear devices so the entire neural network can also be a highly non-linear device.

2.  Input-Output Mapping:  Neural Networks simply map inputs to outputs.  They can be trained to perform a desired mapping (supervised learning) or they can create their own mapping (unsupervised learning).

3.  Adaptivity:  The synaptic weights can change to adapt the network for a desired purpose.

4.  Fault Tolerance:  A neural network has the potential to be fault tolerant since its performance will only be partially degraded from the failure of a single neuron.  Most computer systems would be useless when a fault occurs.  Fault tolerant systems degrade gracefully.

5.  VLSI Implementable:  Neural Networks can be implemented in hardware.

6.  Parallel Implementation:  Processing units can be implemented in a parallel configuration.

History

McCulloch and Pitts (1943): derived theorems relating models to the nervous system.

Hebb (1949):  Defined Hebbian learning which is a method of updating synaptic weights in a neuron.  Stated that the neurons information is stored in the weights.

Rosemblatt (1958):  Defined the neural network called the perceptron.  It was a learning machine implemented on a computer at Cornell.  It performed vision classification.

Widrow and Hoff (1960):  Engineers who devised the adaline (adaptive linear) network.  Devised a method to train the network called the least means square (LMS) algorithm.  This algorithm reduced the Sum of Squared Error (SSE) by a gradient descent algorithm.  They proposed many uses for the ANN.

Minsky and Papert (1969):  Wrote the book "Perceptrons" and concentrated belittling the single layer perceptron.  This book reduced the funding and research of neural networks.

Kohonen (1972):  developed an ANN for associative memory.  He used a linear continuous neuron.  Until that time only threshold units were used.  His networks are also called self-organizing networks.

Grossberg (1973): Started using a sigmoid neuron which made non-linearities possible.  Later developed ART with Gail Carpenter.

Hopfield (1982):  Helped revive ANN's with his paper that brought many older ideas together.

McClelland and Rumelhardt (1986): Published "Parallel Distributed Processing" a three volume set that presented everything there was to know about neural networks at that time.  It contained the derivation of the back-propagation algorithm for training multilayer perceptrons and made it popular.

Werbos (1974): Published hid Ph.D. dissertation that included a derivation of back-propagation.  Several other researchers in separate fields derived the BP algorithm.

Since the 1986 publication of PDP, research into neural networks has grown tremendously.  Applications can now be found in almost any field.

Potential Uses and Applications

Pattern Classification


Diagnosis


Monitoring


Speech or Handwriting Identification


Electrocardiogram analysis


Financial Analysis



Stock Predictions



Credit Card Application Review



Insurance Fraud

Functional Approximation


System Identification


Control



Linear



Non-Linear



Adaptive


Noise Cancellation

