Practical System Identification
There are three phases of system identification:

1.  Collect experimental input/output data.

2.  Select and estimate candidate model structures.

3.  Validate the models and select best model.

These phases can be accomplished by using the following general procedure:

1. Design an experiment and collect data.  This data must be Persistently Exciting; meaning that the training set has to be representative of the entire class of inputs that may excite the system.

2. Process the data to filter and remove outliers, etc.

3. Select a model structure.

4. Compute the best parameters for that structure.

5. Examine the model's properties.

6. If the properties are acceptable quit, else goto 3.

As an example of an ARX model, consider:

y(t) -1.5y(t-T) + 0.7y(t-2T) = 0.9u(t-2T) + 0.5u(t-3T) + e(t)

1. The number of delayed outputs to include (y(t-T) y(t-2T)).

2. The time delay of the system.  In this case the input does not effect the output for 2T. 

3. The number of delayed inputs to use (u(t-2T) u(t-3T)).

Tank System Identification Example



Uses a non-linear model of the tank system 

Y(1):  Tank level (0-36 inches).

Y(2):  Voltage being applied to the control



Design of the Network



1.  We must collect training data.
To cover all possible operating conditions, we simulate the tank model over all combinations of the input and state.

2.  Remove Outliers

3.  Select Model Structure and Train the Network.

We chose a feedforward MLP with 6 hidden tansig neurons and one linear output neuron.

4.  Train the Neural Network
We used standard backpropagation.

5.  Test the Neural Network for the training data points.

.
  

The top plot in the above figure shows that the neural network gives the correct output for the training set.  The lower plot shows that the error levels are very small.  

The following is a comparison of outputs for a sinusoidal input.  Since this is data that was not used for training, it checks for proper generalization.

Test the Neural Network for a Sinusoidal Input


  

Open loop parallel-identification mode.  That is, the value used for the current state input into the neural network is the neural network's estimate.

  

Closed Loop Simulation
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