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Abstract
A dynamic browse information parser captures the location within a program at which symbols exist. The dynamic browse information parser also parses function bodies, capturing location of symbols within the function body. Upon selection of a symbol and type of information desired, a datastore of browse information is queried. If additional information is required for disambiguation, the dynamic browse information parser parses the source code again to find the indicated browse information. Optionally the browse information is displayed in a window. 
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Claims




What is claimed is:

1. A computer-based method for generating dynamic browse information, the method comprising: parsing dynamically a section of source code, during program editing using a two-stage parsing process comprising a first pass and a second pass and displaying results of the parsing process as the section of source code is being written, the section of source code comprising a function body; and for each symbol in the function body of the section of source code, capturing a location and parameter information of the symbol during the first pass in the dynamic browse information, wherein all references to the symbol, all functions called by the symbol, class hierarchical information for the symbol, or classes derived from the symbol are returned based on the dynamic browse information. 

2. The method of claim 1, wherein the symbol comprises a variable. 

3. The method of claim 1, wherein the symbol comprises an interface name. 

4. The method of claim 1, wherein the symbol comprises a class name. 

5. The method of claim 1, wherein the symbol comprises a macro. 

6. The method of claim 1, wherein the symbol comprises a function name. 

7. The method of claim 1, wherein the symbol comprises a template name. 

8. The method of claim 1, wherein the symbol comprises a namespace name. 

9. The method of claim 1, wherein the symbol comprises a struct name. 

10. The method of claim 1, wherein the symbol comprises a union name. 

11. The method of claim 1, wherein the symbol comprises a typedef name. 

12. The method of claim 1, wherein the symbol comprises an enum name. 

13. The method of claim 1, wherein the symbol comprises an enum member name. 

14. The method of claim 1, wherein the location of the symbol is stored in a datastore. 

15. The method of claim 1, further comprising in response to receiving a selected symbol and a type of information, querying a datastore and returning a list of locations associated with the type of information selected. 

16. The method of claim 15, further comprising displaying the information selected. 

17. The method of claim 15, wherein the type of information comprises at least one of a list of locations which reference the selected symbol, a list of symbols called by the selected symbol, a list of classes derived from the selected symbol, and a list of classes the selected symbol derives from. 

18. The method of claim 15, further comprising displaying the information selected in a window while the section of source code is being edited. 

19. The method of claim 15, wherein the method further comprises, in response to determining that more than one definition for the symbol is present in the datastore, parsing each of the definitions to determine the location of the selected symbol. 

20. The method of claim 19, wherein the information returned from the parsing of each of the definitions is not stored in the datastore. 

21. The method of claim 15, wherein the method further comprises, in response to determining that more than one reference to the selected symbol is present in the datastore, parsing each of the references of the selected symbol to determine the correct location of the selected symbol. 

22. The method of claim 21, wherein the information returned from the parsing of the references is not stored in the datastore. 

23. The method of claim 1, wherein the source code is C++. 

24. A system for generating browse information, the system comprising: means for developing source code for a computer program for execution by a processor; and means for dynamically parsing the source code during program editing, using a two-stage parser comprising a first pass parser that captures a symbol, parameter information for the symbol and a location of the symbol in a function body of the source code in the browse information and that displays all references to the symbol, all functions called by the symbol, class hierarchical information for the symbol, or classes derived from the symbol based on the dynamic browse information as the source code is being written. 

25. A system of claim 24, wherein the means for developing source code for a computer program comprises a C++ source program editor. 

26. The system of claim 24, wherein the means for parsing the source code comprises a datastore for storing the symbol and the location of the symbol. 

27. The system of claim 24, wherein the means for parsing the source code further comprises means for querying a datastore to determine whether a symbol selected by user input is included within the datastore. 

28. The system of claim 24, further comprising means for disambiguating a reference to a symbol, the symbol associated with more than one definition. 

29. The system of claim 26, further comprising a database engine for querying the datastore. 

30. A computer-readable storage medium including computer-readable instructions for: parsing dynamically a section of source code for a symbol during program editing, as the section is written using a two stage process comprising a first pass and a second pass; for each symbol in a function body of the section of source code, generating dynamic browse information by capturing a location of the symbol and parameter information for the symbol during the first pass, wherein all references to the symbol, all functions called by the symbol, class hierarchical information for the symbol, or classes derived from the symbol are returned based on the dynamic browse information and presenting the results of the two stage process as the section is being written; and persisting the location of the symbol in a datastore. 

31. The computer-readable storage medium of claim 30, comprises further computer-readable instructions for: in response to receiving a symbol and a type of information, querying the datastore and displaying a list of locations associated with the type of information at which the symbol is referenced. 
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FIELD OF THE INVENTION 

This invention relates to the field of computing and in particular to the field of development tools. 

BACKGROUND 

As software increases in complexity, the development of software is becoming more and more difficult. Development of software is increasingly evolving from a solitary occupation into a team effort, making it necessary for a developer to be familiar with and use source code he did not write. Thus it is more and more important to be able to browse information concerning symbols defined in source code (e.g. functions, classes, properties, namespaces, macros, attributes and type definitions, etc). 

For example, perhaps a developer is reading a program that makes a function call. It may be helpful for the developer to know all the places where the function is called from, and where the function is defined. That is, if the developer calls the function "foo" in [one] place in the source code, it is helpful to know that "foo" is also called by [these other] places in the source code, and that function "foo" is defined in [this] place in the source code. If a developer is considering making a change to a function definition, it would be helpful to know where the function is used so that the developer can determine how the change will impact each situation in which the function is used. It might be helpful to know what symbols a given function uses or what classes are derived from a certain class, and so on. Particularly when looking at source code the developer has not written or when a program is large, such browse information is invaluable to obtain an understanding of and work with the program. 

Typically, however, in order to generate this browse information, the program must be fully compilable. Compilers typically generate browse information during compilation. This information can be very helpful to further program development. For example, development tools may use the browse information generated by the compiler to display reference information. There are, however, a number of drawbacks associated with using browse information generated by a compiler. 

One of the drawbacks with generating browse information with a compiler is that it is not always feasible to compile the program, making the browse information unavailable. The program may be uncompilable because the source code has errors in it that prevent it from being compiled. In addition, there are cases where it is very difficult to know all the settings and commands needed to compile the program. 

Even if the program has been compiled, the browse information is only correct up to the most recent compile. As new source code is added, the browse information generated by the compiler becomes more and more outdated, detracting from its usefulness. For example, if the developer originally places calls to function "foo" in his source code, and compiles the program, browse information for function "foo" will exist in the browse information generated by the compiler. If subsequently the developer removes all the calls to function "foo", the browse information will still erroneously contain the outdated browse information for function "foo" until the next compile. Because the compilation process itself can consume a non-trivial amount of time, explicit compilation may be infrequently initiated, compounding the problem. 

Thus it would be helpful to be able to generate browse information dynamically so that changes to the source code are immediately reflected in the browse information, without having to recompile the program. 

Dynamic parsers exist that attempt to address the shortcomings of compiler-generated browse information. One dynamic parser is described in U.S. Pat. No. 6,367,068 B1 issued Apr. 2, 2002, entitled "Dynamic Parsing". 

A dynamic parser typically dynamically parses the source code that has changed since the last time it parsed (e.g., the developer has modified the source code, or a new version of the source code has been installed). Such a parser typically checks for changes using a predetermined heuristic, such as at fixed intervals such as every second, when the developer completes writing a statement or when the developer is inactive or idle, without waiting for the developer to initiate compiling. The parser may identify errors and warnings in the source code, and display limited information such as the members belonging to a class. Typically, source code is parsed for declaration and definition information. However, this declaration and definition information on symbols such as functions is frequently limited to return types and parameters, while the body of the function typically is not parsed for symbol information. Hence, browse information concerning the source code contained within the function body is not available from the dynamic parser. Some development tools available today do provide information concerning the source code contained within the function body. Typically, however, these editors provide this functionality by doing a text search through source code to find all occurrences of the name of a symbol. For example, if a portion of the source code contained the lines: 

TABLE-US-00001 000001 namespace N1 000002 { 000003 void foo( ) 000004 { 000005 // I'm N1::foo 000006 } 000007 } 000008 namespace N2 000009 { 000010 void foo( ) 000011 { 000012 //I'm N2::foo 000013 } 000014 } 000015 using namespace N1; 000016 void bar( ) 000017 { 000018 //...foo is here 000019 foo( ); 000020 str = "Hello foo"; 000021 N2::foo( ); . . . 000026 } 

and a developer wanted to find every place that the function "N1::foo" was referenced, a development tool that does a text search would find the occurrences of "foo" on lines 000003, 000005, 00010, 00012, 00018, 00019, 00020, and 00021, which is incorrect. The only occurrences are on line 000003 which is the definition of N1::foo and line 00019, which is a call to "N1::foo". Hence it would be helpful if a dynamic browse information parser existed that could dynamically generate browse information, including source code contained within a function body, and could distinguish calls made to a function, from calls made to a different function with the same name, and from comments and strings containing the function's name (i.e., that would be as smart as a compiler) without explicitly invoking a compiler. 

SUMMARY OF THE INVENTION 

A dynamic browse information parser captures the location of all symbol names within a program's source code, including symbol names within a function body. A specific type of browse information is requested for a specific symbol. The type of browse information available may include: all references to the requested symbol; all functions called by the requested symbol where the symbol is a function; class hierarchical information for the requested symbol when the symbol is a class struct or an interface (what classes are derived from the requested symbol and what class(es) the requested symbol derives from) and the like. Upon request of a symbol and a type of browse information, a dynamic browse information parser identifies all browse information indicated. When a request is entered, the generated symbol name location information is queried. 

If additional computation is required (e.g. if the generated symbol name location information is not sufficient to correctly identify the requested browse information) the dynamic browse information parser performs additional parsing at that time to identify all browse information indicated for the requested. Optionally the browse information is displayed in a window. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The foregoing summary, as well as the following detailed description of preferred embodiments, is better understood when read in conjunction with the appended drawings. For the purpose of illustrating the invention, there is shown in the drawings exemplary constructions of the invention; however, the invention is not limited to the specific methods and instrumentalities disclosed. In the drawings: 

FIG. 1 is a block diagram of an exemplary computing environment in which aspects of the invention may be implemented; 

FIG. 2 is a block diagram of a system that dynamically generates browse information in accordance with one embodiment of the invention; 

FIG. 3 is a block diagram illustrating a representative screen shot of an editor, a dynamic browse information parser and a no-compile-browse file (NCB), and three exemplary source code files; 

FIG. 4 is a flow diagram of a method for dynamically generating browse information in accordance with one embodiment of the invention; 

FIG. 5 is a block diagram illustrating another representative screen shot of an editor, a dynamic browse information parser and a no-compile-browse file (NCB) and three exemplary source code files; and 

FIG. 6 is a block diagram illustrating a third representative screen shot of an editor, a dynamic browse information parser and a no-compile-browse file (NCB) and three exemplary source code files. 

DETAILED DESCRIPTION OF THE INVENTION 

Exemplary Computing Environment 

FIG. 1 and the following discussion are intended to provide a brief general description of a suitable computing environment in which the invention may be implemented. It should be understood, however, that handheld, portable, and other computing devices of all kinds are contemplated for use in connection with the present invention. While a general purpose computer is described below, this is but one example, and the present invention requires only a thin client having network server interoperability and interaction. Thus, the present invention may be implemented in an environment of networked hosted services in which very little or minimal client resources are implicated, e.g., a networked environment in which the client device serves merely as a browser or interface to the World Wide Web. 

Although not required, the invention can be implemented via an application programming interface (API), for use by a developer, and/or included within the network browsing software which will be described in the general context of computer-executable instructions, such as program modules, being executed by one or more computers, such as client workstations, servers, or other devices. Generally, program modules include routines, programs, objects, components, data structures and the like that perform particular tasks or implement particular abstract data types. Typically, the functionality of the program modules may be combined or distributed as desired in various embodiments. Moreover, those skilled in the art will appreciate that the invention may be practiced with other computer system configurations. Other well known computing systems, environments, and/or configurations that may be suitable for use with the invention include, but are not limited to, personal computers (PCs), automated teller machines, server computers, hand-held or laptop devices, multi-processor systems, microprocessor-based systems, programmable consumer electronics, network PCs, minicomputers, mainframe computers, and the like. The invention may also be practiced in distributed computing environments where tasks are performed by remote processing devices that are linked through a communications network or other data transmission medium. In a distributed computing environment, program modules may be located in both local and remote computer storage media including memory storage devices. 

FIG. 1 thus illustrates an example of a suitable computing system environment 100 in which the invention may be implemented, although as made clear above, the computing system environment 100 is only one example of a suitable computing environment and is not intended to suggest any limitation as to the scope of use or functionality of the invention. Neither should the computing environment 100 be interpreted as having any dependency or requirement relating to any one or combination of components illustrated in the exemplary operating environment 100. 

With reference to FIG. 1, an exemplary system for implementing the invention includes a general purpose computing device in the form of a computer 110. Components of computer 110 may include, but are not limited to, a processing unit 120, a system memory 130, and a system bus 121 that couples various system components including the system memory to the processing unit 120. The system bus 121 may be any of several types of bus structures including a memory bus or memory controller, a peripheral bus, and a local bus using any of a variety of bus architectures. By way of example, and not limitation, such architectures include Industry Standard Architecture (ISA) bus, Micro Channel Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video Electronics Standards Association (VESA) local bus, and Peripheral Component Interconnect (PCI) bus (also known as Mezzanine bus). 

Computer 110 typically includes a variety of computer readable media. Computer readable media can be any available media that can be accessed by computer 110 and includes both volatile and nonvolatile media, removable and non-removable media. By way of example, and not limitation, computer readable media may comprise computer storage media and communication media. Computer storage media includes both volatile and nonvolatile, removable and non-removable media implemented in any method or technology for storage of information such as computer readable instructions, data structures, program modules or other data. Computer storage media includes, but is not limited to, RAM, ROM, EEPROM, flash memory or other memory technology, CDROM, digital versatile disks (DVD) or other optical disk storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other medium which can be used to store the desired information and which can be accessed by computer 110. Communication media typically embodies computer readable instructions, data structures, program modules or other data in a modulated data signal such as a carrier wave or other transport mechanism and includes any information delivery media. The term "modulated data signal" means a signal that has one or more of its characteristics set or changed in such a manner as to encode information in the signal. By way of example, and not limitation, communication media includes wired media such as a wired network or direct-wired connection, and wireless media such as acoustic, RF, infrared, and other wireless media. Combinations of any of the above should also be included within the scope of computer readable media. 

The system memory 130 includes computer storage media in the form of volatile and/or nonvolatile memory such as read only memory (ROM) 131 and random access memory (RAM) 132. A basic input/output system 133 (BIOS), containing the basic routines that help to transfer information between elements within computer 110, such as during start-up, is typically stored in ROM 131. RAM 132 typically contains data and/or program modules that are immediately accessible to and/or presently being operated on by processing unit 120. By way of example, and not limitation, FIG. 1 illustrates operating system 134, application programs 135, other program modules 136, and program data 137. 

The computer 110 may also include other removable/non-removable, volatile/nonvolatile computer storage media. By way of example only, FIG. 1 illustrates a hard disk drive 141 that reads from or writes to non-removable, nonvolatile magnetic media, a magnetic disk drive 151 that reads from or writes to a removable, nonvolatile magnetic disk 152, and an optical disk drive 155 that reads from or writes to a removable, nonvolatile optical disk 156, such as a CD ROM or other optical media. Other removable/non-removable, volatile/nonvolatile computer storage media that can be used in the exemplary operating environment include, but are not limited to, magnetic tape cassettes, flash memory cards, digital versatile disks, digital video tape, solid state RAM, solid state ROM, and the like. The hard disk drive 141 is typically connected to the system bus 121 through a non-removable memory interface such as interface 140, and magnetic disk drive 151 and optical disk drive 155 are typically connected to the system bus 121 by a removable memory interface, such as interface 150. 

The drives and their associated computer storage media discussed above and illustrated in FIG. 1 provide storage of computer readable instructions, data structures, program modules and other data for the computer 110. In FIG. 1, for example, hard disk drive 141 is illustrated as storing operating system 144, application programs 145, other program modules 146, and program data 147. Note that these components can either be the same as or different from operating system 134, application programs 135, other program modules 136, and program data 137. Operating system 144, application programs 145, other program modules 146, and program data 147 are given different numbers here to illustrate that, at a minimum, they are different copies. A user may enter commands and information into the computer 110 through input devices such as a keyboard 162 and pointing device 161, commonly referred to as a mouse, trackball or touch pad. Other input devices (not shown) may include a microphone, joystick, game pad, satellite dish, scanner, or the like. These and other input devices are often connected to the processing unit 120 through a user input interface 160 that is coupled to the system bus 121, but may be connected by other interface and bus structures, such as a parallel port, game port or a universal serial bus (USB). 

A monitor 191 or other type of display device is also connected to the system bus 121 via an interface, such as a video interface 190. A graphics interface 182, such as Northbridge, may also be connected to the system bus 121. Northbridge is a chipset that communicates with the CPU, or host processing unit 120, and assumes responsibility for accelerated graphics port (AGP) communications. One or more graphics processing units (GPUs) 184 may communicate with graphics interface 182. In this regard, GPUs 184 generally include on-chip memory storage, such as register storage and GPUs 184 communicate with a video memory 186. GPUs 184, however, are but one example of a coprocessor and thus a variety of coprocessing devices may be included in computer 110. A monitor 191 or other type of display device is also connected to the system bus 121 via an interface, such as a video interface 190, which may in turn communicate with video memory 186. In addition to monitor 191, computers may also include other peripheral output devices such as speakers 197 and printer 196, which may be connected through an output peripheral interface 195. 

The computer 110 may operate in a networked environment using logical connections to one or more remote computers, such as a remote computer 180. The remote computer 180 may be a personal computer, a server, a router, a network PC, a peer device or other common network node, and typically includes many or all of the elements described above relative to the computer 110, although only a memory storage device 181 has been illustrated in FIG. 1. The logical connections depicted in FIG. 1 include a local area network (LAN) 171 and a wide area network (WAN) 173, but may also include other networks. Such networking environments are commonplace in offices, enterprise-wide computer networks, intranets and the Internet. 

When used in a LAN networking environment, the computer 110 is connected to the LAN 171 through a network interface or adapter 170. When used in a WAN networking environment, the computer 110 typically includes a modem 172 or other means for establishing communications over the WAN 173, such as the Internet. The modem 172, which may be internal or external, may be connected to the system bus 121 via the user input interface 160, or other appropriate mechanism. In a networked environment, program modules depicted relative to the computer 110, or portions thereof, may be stored in the remote memory storage device. By way of example, and not limitation, FIG. 1 illustrates remote application programs 185 as residing on memory device 181. It will be appreciated that the network connections shown are exemplary and other means of establishing a communications link between the computers may be used. 

One of ordinary skill in the art can appreciate that a computer 110 or other client device can be deployed as part of a computer network. In this regard, the present invention pertains to any computer system having any number of memory or storage units, and any number of applications and processes occurring across any number of storage units or volumes. The present invention may apply to an environment with server computers and client computers deployed in a network environment, having remote or local storage. The present invention may also apply to a standalone computing device, having programming language functionality, interpretation and execution capabilities. 

Generation of Dynamic Browse Information 

A dynamic browse information parser captures the location of all symbol names within a program's source code. It will be understood by one skilled in the art, that as used herein, "source code" refers to the text that encodes a software program and encompasses the concepts of "code", "source file", "header", "source", "module" and the like. Similarly, one skilled in the art will understand the word "program", as used herein to encompass the concepts referred to as "project", "system", "application" and the like. 

A specific type of browse information is requested for a specific symbol. The type of browse information available may include all references to the requested symbol, all functions called by a requested symbol where the symbol is a function, class hierarchical information for the requested symbol when the symbol is a clas struct or an interface (what classes are derived from the requested symbol and what class(es) the requested symbol derives from) and the like. Upon request of a symbol and a type of browse information, a dynamic browse information parser identifies all browse information indicated. When a request is entered, the generated symbol name location information is queried. 

If additional computation is required (e.g. if the generated symbol name location information is not sufficient to correctly identify the requested browse information) the dynamic browse information parser performs additional parsing at that time to identify all browse information indicated for the requested symbol. Optionally the browse information is displayed in a window. 

FIG. 2 is a block diagram illustrating an exemplary system for dynamically generating browse information in accordance with one embodiment of the invention. The system includes a dynamic browse information parser 205, a No-Compile-Browse file/database 203, and an editor 202 for writing and editing source code 206. Source code 206 typically is a set of instructions that a programmer or developer types or edits, and is written in a given programming language or combination of programming languages. 

Editor 202 in one embodiment is part of a design environment 201, and facilitates the development of the source code 206 of a computer program. Thus, in accordance with one embodiment of the invention, a design environment 201 is accessed to write source code 206 within an editor 202. It will be understood that editor 202 is a type of development tool and use of any suitable development tool is contemplated by the invention. Similarly, it will be understood that design environment 201 may comprise any number of development tools of which editor 202 may be one. 

The design environment 201 may include a dynamic parser (not shown). As the source code 206 is written, the dynamic parser may parse the source code 206 to determine errors. The dynamic parser may parse the source code 206 at predetermined intervals, such as, but not limited to, every second, every half-second, at the end of every line of source code, or during an idle cycle. As the dynamic parser parses the source code 206, the dynamic parser may identify errors found in the source code 206, indicating those errors to an editor, which then identifies the errors found by the dynamic parser within the source code 206. The editor may accomplish this by underlining a corresponding section of the source code 206 in which the error or errors were found. Hence, the dynamic parser continuously (dynamically) checks the entered source code 206 for errors and does not have to wait for the developer to initiate compilation. 

Dynamic parsing may be accomplished in two stages. In a first stage, headers, source files, and class information (e.g., function, class, method, property, namespace, declaration, definition, macro, attribute, type definition and other such information), are parsed. The information generated on functions may be limited to the return types and parameters of the function so that the body of the function may not be parsed. 

During the first stage a dynamic parser No-Compile-Browse (NCB) file or database may also be built. While a traditional (static) parser produces object modules, no such modules may be produced by the dynamic parser. Information such as how various functions, classes, methods, attributes, typedefs, structs, declarations, macro declarations, #include, #import, references, global variables, namespaces, templates, etc., are defined and where they are located are non-limiting examples of the type of information stored in dynamic parser NCB database/file. 

In the second stage, the body of the function may be parsed, to identify syntax and potential semantic errors and to display them. In the second stage, the dynamic parser NCB may be queried to determine errors, such as missing end of line characters, opening or closing braces, unknown or undeclared identifiers, incorrect argument lists and so on. The second stage of parsing does not necessary follow the first stage of parsing. In one embodiment, the stages are performed asynchronously. 

The dynamic parser NCB database/file may be an external database including dynamic information from the code being analyzed, and pre-built information from libraries that the source code may utilize, such as but not limited to the Microsoft Foundation Classes. The difference between the dynamic and pre-built information is that the latter is already built into the dynamic parser NCB database/file, since it is assumed that a developer will be relying on one or more of the libraries when creating his own program, while the dynamic information may be generated while the user is developing code. The dynamic parser may use a database engine so that the dynamic parser NCB database/file can be added to, can be searched, and so on. The database engine used can be any suitable database engine. 

Dynamic browse information parser 205 incorporates the dynamic parser described above. Alternatively, dynamic browse information parser 205 may exist separately, with or without the dynamic parser, within a design environment 201. 

Dynamic browse information parser 205 in accordance with one embodiment of the invention, in a first parsing stage, dynamically parses the changes to source code 206 at predetermined intervals, such as, but not limited to, every second, every half second, at the end of every line of source code, or during an idle cycle. In one embodiment, the parsing takes place in background. The dynamic browse information parser 205 parses the source code for symbols, capturing the location of each symbol in the source code. Symbols, as used herein, include functions, variables, interface names, class names, macros, struct names, union names, typedef names, enum names, enum member names, file names and the like. In one embodiment symbol names are case-sensitive. The dynamic browse information parser 205 in one embodiment distinguishes between overloaded functions with the same name. An overloaded function uses the same name as a previously defined function, but a different number or type of parameters is passed to the function. The dynamic browse information parser also distinguishes between the name of a function defined or referenced in one namespace from the same name defined or referenced in another namespace. The dynamic browse information parser 205 also parses function bodies for internal symbols and captures these internal symbols and the location at which the symbols occur within the function body of the source code. The dynamic browse information parser 205 thus continuously (dynamically) parsers the entered source code 206 for symbols and stores the location of the symbols in a datastore, without the need for compilation. In one embodiment the location captured is the line number of the source code file in which the symbol occurs. The location information is persisted in a dynamic browse information parser No-Compile-Browse (NCB) file or database 203. The dynamic browse information parser NCB file/database 203 may be a modified dynamic parser NCB file/database, as described above. For example, the dynamic parser NCB file/database may be structurally modified to enable the location of the symbol to be stored. 

The dynamic browse information parser 205 must be very fast. This consideration affects design decisions. To achieve the necessary speed, many heuristics are required, one of which is described herein. One example is the storage of symbol location in the NCB file/database 203. In one embodiment of the invention, a line number of the source code where the symbol occurs is stored in the dynamic browse information parser NCB file/database 203. 

In a second parsing stage, upon user selection of a symbol and type of browse information desired, as described below, dynamic browse information parser 205 queries the dynamic browse information parser NCB file/database 203. The type of browse information requested may be any one or more of the following: all references to the requested symbol, all functions called by the requested symbol where the symbol is a function, what classes are derived from the requested symbol and what classes the requested symbol derives from (when the symbol is a class struct or an interface). If dynamic browse information parser NCB database/file 203 contains the appropriate reference information for the selected symbol, (if the generated symbol name location information is sufficient to correctly identify the requested browse information) this information is (optionally) displayed. Only if the required information available from dynamic browse information parser NCB database/file 203 is not sufficient, the dynamic browse information parser 205 performs additional parsing, parsing the references to determine the appropriate browse information. By not doing an explicit parse when it is not needed, significant efficiencies are achieved. Optionally the information is displayed. In one embodiment of the invention, the additional information generated by the second parsing stage is not persisted in dynamic browse information parser NCB database/file 203. By not storing this information, efficiencies in terms of memory and data storage space is achieved. Alternatively, the information generated by the dynamic browse information parser 205 is persisted to the dynamic browse information parser NCB database/file 203. 

FIG. 3 is a block diagram illustrating a representative screen shot of an editor, a dynamic browse information parser, a dynamic browse information parser No-Compile-Browse file (NCB) in accordance with one embodiment of the invention and three exemplary source code files. Within a design environment such as an Integrated Design Environment (IDE) 201, a C++ editor 202 enables the creation or editing of C++ source code 306 as depicted in window 308. Source code 306 is displayed within window 308. Dynamic browse information parser 205 generates dynamic browse information parser NCB file/database 203 entries when source code files 309 and 310 are created or edited. Upon selection of a symbol and the type of information desired with respect to the selected symbol, dynamic browse information parser NCB file/database 203 is queried. If dynamic browse information parser NCB file/database 203 includes the information desired, a window 307 displaying this information is generated. If dynamic browse information parser NCB file/database 203 does not include the information desired, dynamic browse information parser 205 parses the references to determine the appropriate information and (optionally) displays the information in window 307. Window 307 can be closed by clicking on 307a. 

FIG. 4 is a flow diagram of a method of dynamically generating browse information in accordance with one embodiment of the invention. At step 401, as source code is entered or edited, the source code is parsed (including the source code of function bodies) and the location of the symbols in the source code file are captured (step 402). 

At step 403 a symbol for which browse information is to be generated is selected. A symbol for which browse information is to be generated may be selected by entering the name of the symbol in a dialog box, by selecting the symbol name in the source code by highlighting the symbol name or by clicking on the symbol name, and by selecting the symbol name from a list of symbol names, although other suitable methods for selecting a symbol name are contemplated. The type of information to be generated is selected. Types of information that may be generated include a list of all the locations of the selected symbol, a list of all the symbols referenced by the selected symbol, the hierarchical organization of classes within the program and the like, as discussed above. 

At step 404, dynamic browse information parser NCB database/file 203 is queried. If the symbol is not found in dynamic browse information parser NCB database/file 203, no information can be displayed and processing continues at step 401. If information exists in dynamic browse information parser NCB database/file 203, it is determined whether the information available in dynamic browse information parser NCB database/file 203 is sufficient (e.g., the symbol name does not need to be disambiguated) to generate the appropriate browse information. If at step 405, it is determined that the browse information is sufficient, the browse information is optionally displayed at step 407, without requiring an explicit parse for the symbol. If at step 405, it is determined that the information in dynamic browse information parser NCB 203 is not sufficient (e.g., symbol name is ambiguous or overloaded), the appropriate browse information is generated by parsing the appropriate sections of source code where the ambiguous references were found and the exact browse information is optionally displayed at step 407. 

It should be understood that steps 403, 404, 405, 406 and 407 etc. (the second parsing stage) may not necessarily follow steps 401 and 402 (the first parsing stage). In one embodiment of the invention, the stages are performed asynchronously. 

Referring now concurrently to FIGS. 3 and 4, assume that source code files a.h 309 and b.cpp 310 have been previously written, so that the symbols in a.h 309 and b.cpp 310 have been entered in dynamic browse information parser NCB file/database 203 (steps 401 and 402). Assume that a developer writing source code in a.cpp 306 would like to see every location at which the function "x" is called in source code files. At step 403, the developer may, for example, right-click on the function name "x" 306a in the source code 306 on line 20 and select a "called by" option in an option box that appears in response to right-clicking the selected function "x". Function "x" is defined in exemplary program a.h on line 8 309a and is called by program b.cpp at line 13 310a in addition to line 20 of source code 306 for a.cpp. When a.h 309 was created or edited, the dynamic browse information parser NCB file/database 203 was updated with the location of the definition of function "x" in the source code file a.h line 8 309a. Similarly, when b.cpp 310 was created or edited, the NCB database/file 203 was updated with the location of the function call to function "x" in b.cpp on line 13 310a. 

At step 404 the NCB file 203 is queried and the two references to "x" are found. Because there is only one definition of function "x", a reference to "x" is not ambiguous and no further parsing must be done (step 405). At step 407, a list of locations at which "x" can be found (a.h at line 8, b.cpp at line 13 and a.cpp at line 20) are displayed in window 307. 

FIG. 5 is a block diagram illustrating a second representative screen shot of an editor, a dynamic browse information parser, a dynamic browse information parser No-Compile-Browse file (NCB) in accordance with one embodiment of the invention and three exemplary source code files. Now assume that a developer writing source code in a.cpp 506 would like to find all the locations where the function "foo (x,y)" is called or defined. Assume that appropriate selection of symbol and type of information is made at step 403. When b.h 509 was created or edited, an entry was made in dynamic browse information parser NCB database/file 203 by dynamic browse information parser 205 that function "foo" was defined at line 9 in b.h 509. Similarly when d.cpp 510 was created or edited, an entry for function "foo" defined in d.cpp 510 at line 11 was made in dynamic browse information parser NCB database/file 203 by dynamic browse information parser 205. When "foo(x,y)" was entered at line 32 in a.cpp, an entry was made in dynamic browse information parser NCB database/file 203 by dynamic browse information parser 205 that function "foo" was called at line 32 in a.cpp. At step 404, dynamic browse information parser NCB database/file 203 is queried, and function "foo" is found. At step 405 dynamic browse information parser 205 determines that two functions "foo" exist. At step 406 dynamic browse information parser 205 distinguishes between function "foo( )" and function "foo (x,y)" by parsing b.h 509 and d.cpp 510 starting at lines 9 and 11 respectively and thus only displays the location of function "foo (x, y)" at line 11 in d.cpp 510 and at line 32 in a.cpp in window 507 at step 407. It should be noted that similarly, references calling function "foo( )" would be similarly parsed. Note also that the occurrence of "foo" in the string "Hello foo" (line 22 of d.cpp) is understood by dynamic browse information parser 205 not to be a reference to a symbol and thus is not displayed in window 507. 

FIG. 6 is a block diagram illustrating a third representative screen shot of an editor, a dynamic browse information parser, and a dynamic browse information parser NCB database/file 203 in accordance with one embodiment of the invention, and four exemplary source files. When d.cpp 610 was created or edited, an entry was made in dynamic browse information parser NCB database/file 203 by dynamic browse information parser 205 for the definition of function "foo" at line 11. When c.h 609 was written or edited, an entry was made in dynamic browse information parser NCB database/file 203 by dynamic browse information parser 205 that function "Bar" was defined at line 4 in c.h 609. Dynamic browse information parser 205 also captures the information that the body of function Bar contains an embedded call to function foo at line 13. Similarly when e.cpp 610 was written or edited, an entry for function "Foo" located at line 11 is made in dynamic browse information parser NCB database/file 203 by dynamic browse information parser 205. Dynamic browse information parser 205 also captures the information that the body of function Foo includes a call to Bar3 at line 14 and a call to function foo at line 18. Similarly, when a.cpp was written or edited, an entry for function "foo" located at line 32 was made in dynamic browse information parser NCB database/file 203 by dynamic browse information parser 205. 

Now assume that a developer writing or browsing source code in a.cpp 606 would like to find all the locations where foo (x,y) is called or defined. Assume that appropriate selection of symbol and type of information is made at step 403. At step 404, dynamic browse information parser NCB database/file 203 is queried, and function "foo" is found. At step 405 dynamic browse information parser 205 determines that two definitions of function "foo" exist so that disambiguation needs to occur. At step 406, the references to "foo" are parsed and dynamic browse information parser 205 determines that a reference to foo (x,y) can be found at line 13 in c.h 609, at line 18 in e.cpp 610 and at line 32 in a.cpp and that foo (x,y) is defined starting at line 11 in d.cpp 610. At step 407 dynamic browse information parser 205 displays that foo (x,y) is called at c.h 609 at line 13, in e.cpp 610 at line 18, in a.cpp at line 32 and is defined at d.cpp 610 at line 11, as displayed in window 607. 

Now assume that a developer writing source code in a.cpp 606 would like to find all the locations where Bar3 is called or defined. Assume that appropriate selection of symbol and type of information is made at step 403. At step 404, dynamic browse information parser NCB database/file 203 is queried, and function "Bar3" is found. At step 405 dynamic browse information parser 205 determines that only one function "Bar3" exists so that no disambiguation needs to occur. At step 407 dynamic browse information parser 205 displays that Bar3 is found in e.cpp at line 14 (not shown. 

Similarly, if the information requested is to display all symbols referenced by Bar( ), dynamic browse information parser 205 would query dynamic browse information parser NCB file/database 203 to display foo(x,y) at line 13 in c.h 609. Similarly, suppose in a program, classes circle, square and triangle derive from class shape. If class hierarchy information for all classes deriving from shape is requested, a display of the classes circle, square and triangle would be generated. Similarly, if the class from which circle is derived is requested, class shape would be displayed. For Example, 

TABLE-US-00002 000001 class Shape 000002 { 000003 int Area( ); 000004 }; 000005 class Circle : public Shape 000006 { 000007 int Circumference( ); 000008 }; 

The class hierarchical display in one embodiment is displayed graphically as a tree structure but suitable methods of displaying such information are well-known in the art and any suitable display format is contemplated by the invention. 

CONCLUSION 

It is noted that the foregoing examples have been provided merely for the purpose of explanation and are in no way to be construed as limiting of the present invention. While the invention has been described with reference to various embodiments, it is understood that the words which have been used herein are words of description and illustration, rather than words of limitation. Further, although the invention has been described herein with reference to particular means, materials and embodiments, the invention is not intended to be limited to the particulars disclosed herein; rather, the invention extends to all functionally equivalent structures, methods and uses, such as are within the scope of the appended claims. Those skilled in the art, having the benefit of the teachings of this specification, may effect numerous modifications thereto and changes may be made without departing from the scope and spirit of the invention in its aspects. 

* * * * *
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Claims




What is claimed is:

1. An automated system for generating multiple solutions in near real time for n open pairings (where n is an integer) occurring in airline operations, which comprises: a memory system having stored therein first memory objects defining flight and crew data, legality rules and other data relating to pairings of an airline; an optimization server in electrical communication with said memory system and receiving user requests for updating said memory system and for generating solutions to cure said n open pairings; and a microprocessor in electrical communication with said memory system and said optimization server for identifying all deadhead paths occurring among said n open pairings, generating solution components based upon said deadhead paths, storing said deadhead paths and said solution components in said memory system as second memory objects, and upon receiving from said optimization server a user request for curing said n open pairings, extracting said first memory objects and said second memory objects to form an open pairing model, formulating said open pairing model into an integer program data structure to simplify said open pairing model for solution, and generating said multiple solutions based upon said integer program data structure to cure said n open pairings, wherein said integer program data structure is provided by an integer program represented by: .times..times..times..times..times..times..times..A-inverted..times..time- s..times..function..times..times..A-inverted..times..times..times..times..- times..times..times..times..times..times. ##EQU00002## where "i" represents a first Pairing in a fix, whether broken or unbroken; where "j" represents a second Pairing in a fix, whether broken or unbroken; where "f" is an integer, indicating a flight identifier; where "C.sup.t.sub.ij" and "x.sup.t.sub.ij" represent a Cost to an airline in implementing a One-Way Fix "x.sup.t.sub.ij" when i.noteq.j and a SelfFix "x.sup.t.sub.ij" when i=j; where "C.sub.f" represents a Cost to an airline for flight f which is not covered by any fixes; where "y.sub.f" is an integer, where y.sub.f=0 if a flight f is covered by a fix "x" and y.sub.f=1 if flight f is not covered by a fix "x"; where "B.sub.f" represents a Cost of crew over-coverage for flight f; where "S.sub.f" represents a slack factor referring to a over-coverage of crew to guarantee a feasibility of a solution; and where "min." represents a minimum function, in which a smallest number in a data set is returned. 

2. The automated system of claim 1, wherein said solution components include partial self-fixes, complete self-fixes, and one-way fixes. 

3. The automated system of claim 1, wherein said multiple solutions include one or more n-way swaps. 

4. The automated system of claim 1, wherein one of said solution components is a one-way fix in which an open pairing is cured by taking one or more flights from a single remaining one of said n open pairings. 

5. The automated system of claim 1, wherein said integer program data structure is comprised of both a crew constraint set and a flight constraint set. 

6. The automated system of claim 1, wherein said solution components are one-way swaps and two-way swaps, and a matching transformation rather than said integer program data structure is used to generate said multiple solutions. 

7. A method of generating in near real time multiple solutions for n open pairings (where n is an integer) in a microprocessor which is in electrical communication with a memory system and an optimization server, which comprises the steps of: receiving memory objects from said memory system which include all crew and flight records, and legality rules defining operations affecting said n open pairings; identifying all deadhead paths occurring among said n open pairings; generating solution components based upon said deadhead paths for reassigning flights among said n open pairings, and storing said solution components in said memory system; upon receiving a request from a user by way of said optimization server to generate solutions to cure an open pairing, extracting one-way swaps and two-way swaps from said solution components to form an open pairing problem; and performing a matching transformation on said open pairing problem based upon said one-way swaps and said two-way swaps to provide said multiple solutions, wherein said integer program data structure is provided by an integer program represented by: .times..times..times..times..times..times..times..A-inverted..times..time- s..times..function..times..times..A-inverted..times..times..times..times..- times..times..times..times..times..times. ##EQU00003## where "i" represents a first Pairing in a fix, whether broken or unbroken; where "i" represents a second Pairing in a fix, whether broken or unbroken; where "f" is an integer indicating a flight identifier; where "C.sup.t.sub.ij" said "x.sup.t.sub.ij" represent a Cost to an airline in implementing a One-Way Fix "x.sup.t.sub.ij" when i.noteq.j and a SelfFix "x.sup.t.sub.ij" when i=j; where "C.sub.f" represents a Cost to an airline for flight f which is not covered by any fixes; where "y.sub.f" is an integer, where y.sub.f=0 if a flight is covered by a fix "x" and y.sub.f=1 if flight f is not covered by a fix "x"; where "B.sub.f" represents a Cost of crew over-coverage for flight f; where "S.sub.f" represents a slack factor refering to a over-coverage of crew to guarantee a feasibility of a solution; and where "min." represents a minimum function, in which a smallest number in a data set is returned. 

8. The method of claim 7 further including the step of selecting from said multiple solutions a solution of least cost for transmission to said user by way of said optimization server. 

9. The method of claim 7, wherein said matching transformation is comprised of the following steps: for each original vertex and mirror vertex comprising a pair representing an open pairing, connecting said original vertex and said mirror vertex with an arc; for any two of said n open pairings, select one of said one-way swaps and said two-way swaps between said any two of said n open pairings having a least cost; joining original vertices of said any two of said n open pairings with a second arc having said least cost; and for each mirror vertex pair, join mirror vertices of said mirror vertex pair with an arc of cost zero. 

10. A method of generating in near real time multiple solutions for n open pairings (where n is an integer) in a microprocessor in electrical communication with a memory system and an optimization server, which comprises: receiving memory objects from said memory system which include crew and flight data, and legality rules relating to said n open pairings; generating solution components for reassigning flights among said n open pairings, and storing said solution components in said memory system; upon receiving a request from a user by way of said optimization server to generate solutions to cure an open pairing, extracting complete self-fixes, partial self-fixes, and one-way fixes from said solution components to form an open pairing problem; applying an integer program to said open pairing problem to formulate said pairing problem into an integer program data structure; and generating said multiple solutions for said n open pairings based upon said integer program data structure, wherein said integer program is represented by: .times..times..times..times..times..times..times..A-inverted..times..time- s..times..function..times..times..A-inverted..times..times..times..times..- times..times..times..times..times..times. ##EQU00004## where "i" represents a first Pairing in a fix, whether broken or unbroken; where "j" represents a second Pairing in a fix, whether broken or unbroken; where "f" is an integer indicating a flight identifer; where "C.sub.ij.sup.t" and "x.sup.t.sub.i,j" represent a Cost to an airline in imolemeritina a One-Way Fix "x.sub.ij" when i.noteq.j and a SelfFix "x.sup.t.sub.ij" when i=j; where "C.sub.f" represents a Cost to an airline for flight f which is not covered by any fixes; where "y.sub.f" is an integer where y.sub.f=0 if a flight f is covered by a fix "x" and y.sub.f=1 if flight f is not covered by a fix "x"; where "B.sub.f" represents a Cost of crew over-coverage for flight f; where "S.sub.f" represents a slack factor referring to a over-coverage of crew to guarantee a feasibility of a solution; and where "min." represents a minimum function, in which a smallest number in a data set is returned. 

11. The method of claim 10, wherein said integer program includes a crew constraint set and a flight constraint set. 

12. The method of claim 10, wherein said multiple solutions includes one or more n-way swaps. 

13. The method of claim 10, wherein said solution components include deadhead paths. 



Description




RELATED APPLICATION 

U.S. patent application Ser. No. 09/364,154, now U.S. Pat. No. 6,408,276 for "Crew Optimization Engine For Repair Of Pairings During Irregular Aircraft Operations", assigned to the assignee of the present invention. 

FIELD OF THE INVENTION 

The invention relates generally to decision support tools, and more particularly to a method and system for generating optimized solutions in near real time to cure irregularities in n crew/flight pairings through two solution paths, namely an integer program data structure and a matching transformation. 

BACKGROUND OF THE INVENTION 

Major U.S. airlines operate up to 5,000 flights per day, and have to contend with crew recovery problems when a scheduled pairing of crew members with a sequence of flights is broken. Such broken pairings may occur when crew members do not report to work due to illness or other circumstances, restrictions on flight time are exceeded by a crew member, a flight is delayed or canceled, a flight is diverted to a different destination, a flight is added, or equipment substitutions or swaps become necessary which in turn require new crew members with different qualifications. 

Crew rescheduling involves matching crews with a recovery flight schedule and acceptable fleet type as soon as possible in a cost effective way, while ensuring conformance with crew legalities such as government policies including the FARs (Federal Aviation Regulations), union contracts, and company policies. 

The following published articles are of general interest: "Optimization Model and Algorithm for Crew Management During Airline Irregular Operations", by Guo Wei, Gang Yu, and Mark Song, Journal Of Combinatorial Optimization, Kluwer Academic Publishers (1997); and "A Decision Support Framework for Crew Management During Airline Irregular Operations", by Mark Song, Guo Wei, and Gang Yu, Operations Research In The Airline Industry, Kluwer Academic Publishers (1998). 

The algorithms described in the above publications are very similar. The main features of these algorithms are their use of the space-time network model, in which problems with irregular operation can be physically represented by a network using four types of nodes and five types of network arcs. As a result of this network representation, a mathematical model can be formulated to reflect the problem at hand. 

For relatively small problems (number of cities less than 10, number of pairings less than 5, number of flights less than 20), use of the model can achieve an optimal solution. If the size of a problem increases, however, a heuristic method has to be applied in order to get an acceptable solution. The heuristic methods described in these two publications are centered at the decomposition of the given problem, so that a large problem can be divided into a number of smaller problems such that each smaller problem contains exactly one open pairing. 

For each smaller problem, the algorithm calls for setting up a sub-network, solving a shortest path network and using a depth-first search method to fix an open pairing. In going through each of these iterations for any normal airline irregular operation problem, the costs in terms of solving time can be very expensive and impractical to support a decision making in a real time environment. 

Referring to FIG. 1, a functional block diagram of the system environment disclosed in U.S. patent application Ser. No. 09/364,156 is shown, where an Optimization Server 1 (which in the preferred embodiment is an HP K-570 running an 11.x HPUX operating system), in electrical communication with a user by way of a bi-directional communication path 2 receives a request for optimal solutions to a specific flight schedule disruption. In response to the request, the Optimization Server 1 initializes an Aircraft Optimization Engine 3 by way of a bi-directional communication path 4, and provides the Aircraft Optimization Engine 3 a filename of an Aircraft Problem Specification. The Aircraft Optimization Engine 3 accesses the Aircraft Problem Specification by way of a bi-directional communication path 8, and generates a set of optimal solutions including aircraft reassignments, rescheduling, and reroutings, to overcome the disruption. The solutions are transmitted over communication path 4, and through the Optimization Server 1 and bi-directional path 2 to the user. 

The Aircraft Optimization Engine 1 in turn initializes a Crew Optimization Engine 5 by way of a bi-directional communication path 6 to determine whether optimal flight solutions are efficiently supported by flight and service crews. The Crew Optimization Engine 5, upon being initialized, receives a Crew Problem Specification from the user by way of communication path 2, Optimization Server 1, and a bi-directional communication path 7. The Crew Problem Specification includes flight records, Pairing records, and Broken Crew information records. The crew solutions generated by the Crew Optimization Engine 5 are supplied by way of the communication path 7, Optimization Server 1, and communication path 2 to the user. 

During operation, the Aircraft Optimization Engine 3 and the Crew Optimization Engine 5 communicate by way of bi-directional communication paths 10 and 11, respectively, with a memory system such as disk storage unit 9 having stored therein memory objects which in the preferred embodiment are C++ objects containing all of the data used by the optimization engines to solve problems. For example, the C++ object for each flight would capture all information about a given flight. More specifically, a flight object would contain object members such as a flight's departure city, arrival city, departure time, arrival time as well as crewmembers that are assigned to this flight. The object would also contain some basic member functions that allow the engine to access these data members and set/reset them. The C++ objects in turn are created and updated by the Data Collection Unit 12 and the Data Update Unit 13, respectively. More particularly, the Data Collection Unit 12 receives flight data, Open Flight data, crew data, reserve data, pairing data and open pairing data from the user by way of bi-directional communication path 14. The Data Collection Unit 12 also creates C++ objects which are supplied by way of a bi-directional communication path 15 for storage in the disk storage unit 9, at memory locations specified by a Memory Mapping Unit 16 by way of a bi-directional communication path 17. Further, the Data Update Unit 13 receives revisions to the C++ objects from the user over a bi-directional communication path 18, and supplies corrections through a bi-directional communication path 19 to the objects identified by the Memory Mapping Unit 16. 

The following data is needed for setting up the C++ database for the Crew Optimization Engine: 

In an object oriented language environment, all of the flight information described above can be stored in a flight record as an object, and all of the flight records may be saved in an array structure for fast retrievals. Further, all of the crew information described above can be stored in a crew record as an object, and all the crew records may be saved in an array structure for fast retrievals. 

In an object oriented language environment, all of the flight, crew, and pairing information can be stored in a pairing record as an object. Further, all of the pairing records may be saved in an array structure for fast retrievals. 

The Memory Mapping Unit 16 receives control signals from the user over a bi-directional communication path 20, and in response thereto identifies the addresses of the C++ objects in the disk storage unit 9 that are being operated upon. By means of the Memory Mapping Unit 16 and the Data Update Unit 13, the user is able to keep the data stored in the Disk Storage Unit 9 current with the data being supplied to the user by way of communication path 2. 

Thus, at any given time, the C++ objects of the Disk Storage Unit 9 reflect the existing flight environment, including identification of protected flights which are not to be canceled or delayed; flight sequences or routes for each aircraft; the stations or airports to be used by the aircraft; the fleets assigned to each station; station closure times; fleet arrival and departure curfews (times during which an aircraft is allowed to land and take-off); inviolable and violable maintenance schedules; aircraft seat capacities; fleet operational ground times; operations and flight disruption costs; sub-fleet disruption costs; and revenue and passenger information for each scheduled flight. 

It is to be understood that Aircraft Optimization Engine 3, Crew Optimization Engine 5, and Optimization Server 1 each may be microprocessors. Further, the details for updating and formatting flight, crew, and pairing information may be found in U.S. patent application Ser. No. 09/364,156. 

Problems are detected and formulated during the course of the database updates. Upon receiving each message, the system analyzes the current operations, checks for any problems, and formulates and records any problems that are detected. 

Problems with open pairings are explicitly indicated by pairing update messages and crew update messages received from a user, and problems with open flights are explicitly indicated by the flight update messages. Problems with crew members, however, are detected as the result of current operation analysis. 

In repairing open pairings, the above patent application introduces the use of self-connection solution components including the self directly-connected and self indirectly-connected components, skipping-leg solution components including the forward leg-skipping and backward leg-skipping components, an extended-out broken crew solution component, and swap methods including a one-way swap, a two-way swap, and a three-way swap method to cure open flights and open pairings. 

A further solution component introduced by U.S. patent application Ser. No. 09/364,196 is a partial self-fix, as illustrated in FIG. 2, where a pairing represented by a flight pattern comprised of flights f.sub.1 through f.sub.4 is shown with flights f.sub.2 and f.sub.3 assumed canceled. A breaking point thus occurs at airport B. If a crew member P now located at airport B and having an original base at airport A is returned directly to the originating base A, a partial solution would result because the flight f.sub.4 would be an open flight. That is, it would not have a full crew. However, if a deadhead path D.sub.P may be used to bring the crew member P back into the original pairing beginning at airport D, a full solution referred to as an indirect self-fix would be achieved since the flight f.sub.4 would now have a full crew. As before, the crew member P is returned to the originating base A. In this case, airport D becomes a recovery point. 

If in the above example, airport B and airport D are the same airport, and the crew member P's arrival time T.sub.a at airport B is less than the departure time T.sub.d at airport D, a feasible connection is possible without use of deadhead paths or the creation of any open flights. Such a solution is referred to as a direct self-fix. A direct self-fix solution may occur in the case of a round trip (out and back) flight cancellation, or where a crew member is removed from a sequence of flights to achieve a legal status. 

Where a crew member can be brought back to the original pairing by skipping flights, and possibly using deadhead paths, a partial self-fix referred to as a k-skip self-fix occurs. If the crew member cannot be rerouted back to the originating base through use of deadhead paths and skipping flights until after the release time of a duty period, however, an extended-out self-fix is said to have occurred. 

Once all possible fixes for curing an open pairing are determined, the cost associated with each fix is determined, and the selection of the fix having the least cost to the airline becomes a complete self-fix. 

Referring to FIG. 3, one-way, two-way, and three-way swaps with three flight patterns or pairings (P.sub.1, P.sub.2, and P.sub.3) are illustrated. Assume that flight f.sub.12 of P.sub.1 and flight f.sub.23 of P.sub.2 have been canceled as represented by the "x". The crew members of flight f.sub.11 may fly a deadhead path D.sub.11 to crew flight f.sub.24 of P.sub.2, and then fly a deadhead path D.sub.22 to reassume their duties in P.sub.1 beginning with flight f.sub.15. If the crew of flight f.sub.12 can avail themselves of a self-fix, whether a Partial Self-Fix or a Complete Self-Fix, by flying the Deadhead Path D.sub.x to crew flight f.sub.25 and thereby resume their duties in P.sub.2, then the irregularities of both P.sub.1 and P.sub.2 are cured. The above process is referred to as a one-way swap. Since flights f.sub.13 and f.sub.14 are left open without a crew, however, such a solution may be too costly for an airline. 

Further assume that flight f.sub.23 of P.sub.2 is canceled, and that the crew of flight f.sub.22 of P.sub.2 is flown by deadhead path D.sub.21 to crew flights f.sub.13 and f.sub.14 of P.sub.2, and thereafter return by deadhead path D.sub.12 to their original pairing P.sub.2. A complete solution for pairing P.sub.1 thus results since no flights except canceled flight f.sub.12 of the pairing P.sub.1 are skipped. The above two processes taken together, where flights are taken from one pairing to cure the first, and from the first to cure the second, constitute a two-way swap. Flights f.sub.24 and f.sub.21 of pairing P.sub.2, however, would be left open as they would be without a crew. The cost to the airline would include the deadhead costs as well as the cost of the open flights in P.sub.2. 

If in the process of curing the pairing P.sub.2 flights are taken from pairing P.sub.3 rather than pairing P.sub.1, and thereafter flights are taken from pairing P.sub.1 to cure pairing P.sub.3, a three-way swap results. For example, the crew from flight f.sub.22 of P.sub.2 may fly deadhead path D.sub.23 to crew flight f.sub.34 of P.sub.3, and thereafter fly deadhead path D.sub.32 to reassume their original pairing with flight f.sub.26. The crew of flight f.sub.33 of P.sub.3 then may fly deadhead path D.sub.31 to crew flight f.sub.14 of P.sub.1, and thereafter fly deadhead path D.sub.13 to return to their original pairing P.sub.3 by crewing flight f.sub.36. In this scenario, flight f.sub.13 of P.sub.1, flight f.sub.25 of P.sub.2, and flight f.sub.3, of P.sub.3 would be left open or skipped. The airline again would assume the costs of the deadhead paths and the open flights left after the three-way swap. 

The problem thus is solved by determining which of the available solutions is least costly to the airline. 

The above methods as presented in U.S. patent application Ser. No. 09/364,156 are limited in the number of pairings which may be called upon to provide solutions, and are subject to a condition where due to the limited resources, deadhead paths may not be available to effect a one-way, two-way, or three-way swap. No facility for providing high order n-way swaps (where n is an integer greater than 3) as a solution component is disclosed. Further, as in the example illustrated by FIG. 3 above, a three-way swap may prove too costly to an airline. A further deficiency in the above system is that with an ever increasing need for more rapid solution generation, improvements over decision tree selection processes, and depth-first-search and shortest-path algorithms is needed. 

The present invention provides plural solutions in near real time through two solution paths without need for decision tree selection processes, depth-first-search, or shortest path algorithms, and enlarges the solution domain through the addition of a new solution component, one-way-fix, to include all pairings of an airline in the solution process. N-way swaps thereby become a solution component, and the likelihood of generating a solution which meets the so-called legality rules imposed by airlines, collective bargaining contracts, flight regulations, and other parameters such as costs, is raised to a near certainty. 

SUMMARY OF THE INVENTION 

A method and system for repairing n open pairings in near real time is disclosed, where n is an integer equal to 1 or greater. 

In one aspect of the invention, a solution component referred to as a one-way fix is introduced which dramatically enlarges the scope of the open pairing solution process to include n open pairings at a time, and provides solutions which may include n-way swaps. 

In another aspect of the invention, upon determining all deadhead paths among the n pairings, all possible partial self-fix solution components based upon the above deadhead paths are determined among the n pairings. Next, all possible one-way fix solution components are determined. The resulting problem model is operated upon by an integer program for formatting the problem into the integer program data structure for solution by an optimization solder. The above formatting reduces an open pairing problem of high complexity which may be insolvable, into a less complex open pairing problem which is readily solvable. 

In still another aspect of the invention, upon determining all deadhead paths among the n pairings, all possible one-way and two-way swaps based upon such deadhead paths are generated. A matching transformation then is applied to the resulting open pairing problem model to provide a simplified weighted matching problem from which solutions complying with the legalities may more easily be generated. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Additional objects, features and advantages of the present invention will become apparent from the following detailed description when read in conjunction with the accompanying drawings in which: 

FIG. 1 is a functional block diagram of a prior art system in which the present invention may operate; 

FIG. 2 is a graphic depiction of Partial Self-Fix Solution Components in the prior art; 

FIG. 3 is a graphic depiction of One-Way Swap, Two-Way Swap, and Three-Way Swap solution components in the prior art; 

FIG. 4 is a graphic depiction of a One-Way Fix solution component in accordance with the present invention; 

FIG. 5 is a graphical depiction of a One-Way Fix used in conjunction with a Direct Self-Fix, an Indirect Self-Fix, a Complete Self-Fix, a K-Skip Self-Fix, an Extended Out Self-Fix, a One-Way Swap, and a Two-Way Swap solution component in accordance with the invention; 

FIG. 6 is a hybrid logic flow/functional block diagram depicting the operation of the invention; 

FIG. 7 is a logic flow diagram of the generation of Partial and Complete Self-Fix solution components in accordance with the invention; 

FIG. 8 is a logic flow diagram of Phase I of the generation of One-Way Fixes in Open Pairings, wherein all feasible Deadhead Paths are identified; 

FIG. 9 is a logic flow diagram of Phase II of the generation of One-Way Fixes in Broken Pairings, wherein One-Way Fixes based upon the Deadhead Paths identified in Phase I of FIG. 8 are generated; 

FIG. 10 is a graphic depiction of one-way fix solutions for four pairings; 

FIG. 11(a) is a graphical depiction of one-way and two-way swaps interconnecting plural pairings; 

FIG. 11(b) is a graphical depiction of FIG. 11(a) upon the occurrence of a matching transformation; and 

FIG. 12 is a graphical depiction of a solution for four Open Pairings, which are cured through a Matching Transformation. 

DESCRIPTION OF PREFERRED EMBODIMENTS 

A preferred embodiment of the invention will now be described with reference to the accompanying drawings. In the description, the following terms, whether capitalized or in lower case, shall have the attendant meanings indicated below when used in this specification: 

1. A "Flight Leg", also referred to as "Flight Segment", is a single non-stop flight which is defined by a departure airport, a departure time, an arrival airport, and an arrival time. 

2. A "Pairing" or "Flight Pattern" means a sequence of Flight Legs in which crew members are paired with flights that start at a crew base or originating airport, and end at the same crew base. A Pairing may span plural consecutive days, and is said to become broken when a crew member position is not filled with a qualified crew member. 

3. "Open Pairing" means that physically a Flight Pattern (as defined below) is no longer connected in either or both space or time with a Pairing. Open Pairings may occur because of flight cancellations, delays, and diversions to unscheduled destinations, because of equipment swaps resulting in a crew not qualified for the equipment, and because of other irregularities. 

4. "Connection Time" means the difference in time between the arrival time of one flight at an airport and the departing time of another flight from the airport. 

5. "Legality Rules" refer collectively to the operations rules promulgated by an airline, government regulations (e.g., FAA regulations), and the terms of collective bargaining agreements between an airline and labor unions under which a crew must perform their duties. Such Legality Rules may limit the on-duty time of a crew member per a time window, whether a day, week, year, or other time period. 

6. A "Feasible Connection" means the relationship between two consecutive flights in a sequence of Flight Legs, where at an airport of connection, time greater than or equal to a minimum connection time required by airline legalities is allowed between flights. 

7. A "Duty Period" is comprised of a sequence of Flight Legs separated by Feasible Connection times. A Duty Period begins with the Report Time (as defined below) of a crew, and ends with a crew Release Time (as defined below). A Duty Period usually defines a single working day of a crew. 

8. "Open Flight" means that a flight does not have a full crew, or that certain crew positions are not filled with qualified crew members. 

9. A "Breaking Point" occurs at the arrival time T.sub.a of a flight at an airport, where an assigned crew member is not able to continue with a next assigned flight. A Breaking Point may also occur at an originating or home base if a first flight in a Pairing is canceled or aircraft equipment is substituted. 

10. A "Recovery Point" occurs at the departure time T.sub.d of a flight at an airport, where a crew member may be reassigned to a flight of a Pairing after a Breaking Point in the Pairing has occurred. 

11. A "Taking Point" occurs at a departure node and departure time T.sub.d where crew members of an Open Pairing take over flight duties of a Flight Segment in a second Pairing. 

12. A "Leaving Point" occurs at an arrival node and arrival time T.sub.a, where crew members of an Open Pairing who have been reassigned to a Flight Segment of a second Pairing, leave the second Pairing. 

13. A "Returning Point" occurs at a departure node at a departure time T.sub.d, where crew member(s) reassume their duties in the assigned Pairing after a Breaking Point. 

14. A "Deadhead Path" is Flight Leg or Flight Segment in which crew member(s) fly as passengers. 

15. "Illegal Crew" refers to crew members who cannot be assigned to a flight without violating the Legality Rules. 

16. "Crew Time Misconnection" occurs when a crew member is at a right airport, but did not arrive in time to catch the next flight on his/her schedule. 

17. "Crew Space Misconnection" occurs when a crew member is not at a correct airport for catching a next flight on his/her schedule, or a flight on which the crew member was to serve has been diverted to another airport or canceled. 

18. "Working Leg Path" refers to a sequence of flights that connect a pair of airports within a specified time frame, during which crew members may work on the flights in full compliance with the Legality Rules. 

19. "Modified Pairing" means an original Pairing combined with one or more of a Deadhead Path and a Working Leg Path to reroute a crew member of an Open Pairing back to his/her original Pairing with or without a legal assignment. 

20. "Basic Solution Component" means a Modified Pattern which not only reroutes a crew member back to his/her original Flight Pattern, but also provides the crew member a legal assignment. Examples of Basic Solution Components are a Partial Self-Fix, a Complete Self-Fix, and a One-Way Fix. 

21. "Partial Self-Fix" means one of four forms of solutions: a Direct Self-Fix, an Indirect Self-Fix, a K-Skip Self-Fix, and an Extended-Out Self-Fix (all as defined below). 

22. "Direct Self-Fix" means that a Feasible Connection is achieved without resort to Deadhead Paths or the skipping of any flights. This could occur when an out-and-back or round trip flight cancellation occurs, or when a crew member is removed from assignment to a sequence of flights to achieve legal status. Note that those flights from which the crew member has been removed from assignment are not considered skipped flights. 

23. "Indirect Self-Fix" means that if A and B are respectively a Breaking Point and a Recovery Point in an Open Pairing, and a non-empty Deadhead Path occurs between A and B which would result in a Feasible Solution (as defined below), then by having the crew members of the Open Pairing take the Deadhead Path, a self-fix occurs without skipping any flights except the canceled flight between the Broken Point and Recovery Point from which the crew members were removed. 

24. "K-Skip Self-Fix" means that a crew member in an Open Pairing may be returned to his/her original Flight Pattern by skipping k flights and possibly taking one or more Deadhead Paths. 

25. "Extended-Out Self-Fix" means that a crew member of an Open Pairing may only be rerouted back to his/her originating base after the originally scheduled Release Time (as defined below) for a Flight Pattern. Use of Deadhead Paths, and possibly flight skipping may be required. 

26. "One-Way Swap" means that crew members of an Open Pairing are deadheaded to fill crew positions of one or more flights of a second Pairing to cure the Open Pairing, while the crew members of the second Pairing resume their duties in the second Pairing by skipping those flights in the second Pairing which are being crewed by the crew members of the Open Pairing. 

27. "Two-Way Swap" means crew members of a first Open Pairing are deadheaded to fill crew positions of one or more Flight Segments of a second Open Pairing to cure the first Open Pairing, and crew members of the second Open Pairing are deadheaded to fill crew positions of one or more Flight Segments of the first Open Pairing to cure the second Open Pairing. 

28. "Three-Way Swap" means crew members of a first Open Pairing are deadheaded to fill crew positions of one or more Flight Segments of a second Open Pairing to cure the first Open Pairing, that crew members of the second Open Pairing are deadheaded to fill crew positions of one or more Flight Segments of a third Open Pairing to cure the second Open Pairing, and that crew members of the third Open Pairing are deadheaded to fill crew positions of one or more Flight Segments of the first Open Pairing to cure the third Open Pairing. 

29. "Complete Self-Fix" means a least Cost (as defined below) Partial Self-Fix. 

30. "Cost" or "Cost Factor" refers not only to the dollar value costs incurred by an airline in rescheduling crew members, but also the weightings that an airline places on the various perturbations caused by a rescheduling of crew members in view of the Legality Rules and other factors. 

31. "Slack Factor" means the number of crew members over the number needed to ensure a Feasible Solution (as defined below). 

32. "One-Way Fix" occurs when one or more Flight Segments of a second Pairing is used to fix a first Pairing, with no limitation on the number of flights of the first Pairing which may be skipped. 

33. "Feasible Solution" means a Modified Pattern in which a crew member of an Open Pairing is either returned to his/her original base, or provided a legal assignment upon reentering his/her original Flight Pattern. A solution cannot be feasible without conforming to the Legality Rules. 

34. An "Infeasible Solution" occurs in a Modified Pattern when at least one crew member of an Open Pairing is not rerouted back to his/her original base. 

35. "Full Solution" is a Feasible Solution in which all Open Flights have been cured. 

36. "Partial Solution" is a Feasible Solution in which at least one Open Flight remains. 

37. "Duty Time" means the time actually spent by a crew member on duty during a Duty Period. Legality Rules limit the total time that may constitute any Duty Period. 

38. "Rest Time" means the time between flights that a crew member must be allowed to rest. Legality Rules require that a crew member rest at least a certain amount of time per day during a Duty Period, and at least a certain amount of time per any week. 

39. "Report Time" means the time at which a crew member must report for duty to commence a Duty Time. 

40. "Release Time" means the time at which a crew member either is released from duty for a rest, or released from a current Pairing. 

41. "Matching Transformation" is a process in which an integer program math model representing Open Flight and Open Pairing irregularities is simplified from a problem of insolvable complexity to one in which a Feasible Solution may be efficiently found. 

42. "N-Way Swap" refers to a possible solution where any number n of Pairings, where n is an integer equal to 1 or greater, swap flights in order to cure Open Pairings. 

43. "Self-Fix" refers to either or both a Partial Self-Fix and a Complete Self-Fix. 

The problems confronted by an airline may be conveniently categorized as one of two types: an Open Pairing or an Open Flight. The Open Pairing problem may be overcome by rerouting a crew member through use of Deadhead Paths and other Pairings back to the originally scheduled Pairing. In this regard, a Feasible Solution is sought where all crew members work on as many Open Flights as possible while being sent back to their original base. 

Open Flights may result from a skipping of flights to get a crew member in an Open Pairing back to the original crew member base, or from other irregularities such as equipment swaps, flight delays, and flight cancellations which may have existed before a problem solving request is received from a user. 

Solutions which cure an Open Pairing may or may not cure all Open Flights. Where the Open Pairing is cured, and as a result all Open Flights have been provided full crews, a Full Solution has occurred. If at least one Open Flight remains, however, only a Partial Solution has occurred. 

The invention is directed to combining the Basic Solution Components including a One-Way Fix to form an Open Pairing problem model, and subject to crew and flight constraints, formatting the problem model into an integer program data structure for ready solution by an optimization solver to generate a first set of solutions. Further, upon generation of one-way and two-way swaps, an Open Pairing problem model is formed which undergoes a Matching Transformation to generate a second set of solutions. A final solution is selected from the above two sets of solutions based upon Cost to the airline. 

Basic Solution Components 

In order to avail the solution process of increased numbers of Pairings at a time, a Basic Solution Component referred to as a One-Way Fix solution has been created as illustrated in FIG. 4, where a first Flight Pattern referred to as a starting Pairing P.sub.1 and comprised of flights f.sub.4, f.sub.5, and f.sub.6 is to be flown by crew member C.sub.1, and a second Flight Pattern referred to as the end Pairing P.sub.2 and comprised of flights f.sub.7, f.sub.8, and f.sub.9 is to be flown by a crew member C.sub.2. In the illustration, we will assume that the flights f.sub.4, f.sub.5, and f.sub.7 are canceled as represented by the "x", and that flights f.sub.6, f.sub.8, and f.sub.9 thus become Open Flights. Airport E thus becomes a Breaking Point in the Flight Pattern of crew member C.sub.1 at the arrival time T.sub.a1, and airport H becomes a Breaking Point in the Flight Pattern of crew member C.sub.2 at the arrival time T.sub.a2. If a Feasible Connection is possible because the arrival time T.sub.a1 of the crew member C.sub.1 occurs before the departure time T.sub.d1 of flight f.sub.8 at airport I, and the difference between the two times is sufficient to meet the Legality Rules, crew member C.sub.1 may be flown by Deadhead Path D.sub.1 from airport E to airport I of the second Pairing P.sub.2 to become a member of the flight f.sub.8 crew. The crew member C.sub.1 thus is assigned to fly from airport I to airport J as a member of flight f.sub.8. At airport J, crew member C.sub.1 is assigned to deadhead by way of Deadhead Path D.sub.2 to airport G. If the time of arrival T.sub.a3 of crew member C.sub.1 is sufficiently earlier than the departure time T.sub.d2 of flight f.sub.6 from airport G to meet the restrictions of the Legality Rules, the crew member may reenter the first Pairing P.sub.1 to become a crew member of flight f.sub.6. 

In the above example, airport G is a Recovery Point at the departure time T.sub.d3 of flight f.sub.6, where the Flight Pattern of the first Pairing P.sub.1 could be resumed, airport I is a Taking Point at the departure time T.sub.d4 in the second Pairing P.sub.2, airport J is a Leaving Point of the second Pairing P.sub.2 at the arrival time T.sub.a4 of flight f.sub.8, and airport G is a Returning Point of the first Pairing P.sub.1 at the departure time T.sub.d1 of flight 6. Further, the Deadhead Path D.sub.1 from the first Pairing P.sub.1 to the second Pairing P.sub.2 is referred to as a forward Deadhead Path, and the Deadhead Path D.sub.2 from the second Pairing to the first Pairing D.sub.2 is referred to as a backward Deadhead Path. In the One-Way Fix solution described above, it is seen that no flights of Pairing P.sub.1 have been skipped in the solution for P.sub.1 as flights f.sub.4 and f.sub.5 were canceled. 

It is to be understood that a One-Way Fix solution component requires that flights be taken from only one other Pairing. 

While the Basic Solution Components including the One-Way Fix solution component described above are seen to repair one Open Pattern at a time, there are further solution components which repair one, two, or more Open Patterns at a time. Such components include the One-Way Swap solution, the Two-Way Swap solution, the Three-Way Swap solution, and higher order swap solutions. The One-Way Swap, Two-Way Swap, and Three-Way Swap solutions are disclosed in co-pending U.S. patent application Ser. No. 09/364,156 assigned to the assignee of this invention. 

Referring to FIG. 5, an illustration depicting the use of a One-Way Fix solution component in conjunction with the other above described Basic Solution Components and swap solution components is provided. N Flight Patterns P.sub.1, P.sub.2 . . . P.sub.n are shown. P.sub.1 includes Flight Segments f.sub.11 through f.sub.18, with flights f.sub.12 and f.sub.16 being shown as canceled by blank spaces. P.sub.2 includes Flight Segments f.sub.21 through f.sub.26, with flights f.sub.22 and f.sub.26 being shown as canceled by blank spaces. The P.sub.1 Breaking Points bk1 and bk2 occur at the arrival times of flights f.sub.11 and f.sub.15, respectively. The Recovery Points rc1 and rc2 occur at the departure times of the P.sub.1 flights f.sub.13 and f.sub.17, respectively. The P.sub.2 Breaking Points bk3 and bk4 occur at the arrival times of flights f.sub.21 and f.sub.25, respectively, and the Recovery Points rc3 and rc4 occur at the departure times of flights f.sub.23 and f.sub.27, respectively. The irregularity of Pairing P.sub.1 caused by the cancellation of flight f.sub.12 may be fixed by a Deadhead Path 40 from bk1 to rc1. If the Deadhead Path 40 satisfies the Legality Rules, it would create an Indirect Self-Fix which would be a Complete Self-Fix if no flights except the canceled flight f.sub.12 would be skipped, and a least costly fix will have been created. 

If by way of contrast, a Deadhead Path 41 were to be used to bring the crew members of flight f.sub.11 back into their original Flight Pattern P.sub.1 at a point occurring after rc1, and the Legality Rules are satisfied, then a K-Skip Self-Fix occurs since flight f.sub.13 is skipped in the solution. Further, if the Release Time T.sub.r for Flight Pattern P.sub.1 occurs at the airport 44, but the crew members of flight f.sub.11 cannot be returned to their originating base until after the Release Time, then a Deadhead Path 43 from bk1 could be extended out as indicated by the Deadhead Path 45 to return the crew members to their originating base even though after the Release Time. An Extended Out Self-Fix thereby is created. If the Deadhead Path 43 complies with the Legality Rules, a Feasible Solution which is another version of the K-Skip Self-Fix is provided. 

FIG. 5 in addition illustrates One-Way Swap, Two-Way Swap, and One-Way Fix solution components based upon the Deadhead Paths that are shown. For example, forward Deadhead Path D11, flight f.sub.23, flight f.sub.24, flight f.sub.25, and backward Deadhead Path D22 create a One-Way Swap to fix P.sub.1. Flights f.sub.13, f.sub.14, and f.sub.15 would be skipped if no further solution components were employed. Canceled flights f.sub.12 and f.sub.6 are not deemed to be skipped flights. However, a second One-Way Fix constituting forward Deadhead Path D21, f.sub.13, f.sub.14, f.sub.15, and backward Deadhead Path D22 not only allows the flights f.sub.13, f.sub.14, and f.sub.15 to be serviced by the crew members of P.sub.2, but also fixes P.sub.2. As the two One-Way Fixes occur between two Flight Patterns P.sub.1 and P.sub.2, it also may be said that a Two-Way Swap has occurred between P.sub.1 and P.sub.2. If each of the above described One-Way Fixes had used only one Flight Segment of a second Pairing to fix the first Pairing, then it could be said that each of the One-Way Swaps also are One-Way Fixes. 

A Direct Self-Fix also is shown where the outgoing flight f.sub.01 of a round trip flight comprising flights f.sub.01 and f.sub.02 is shown to be canceled as indicated by the "x". Thus, the crew members remain at their originating airport, with the aircraft to which they have been assigned, to await a new flight schedule. 

Returning to P.sub.2 of FIG. 5, it is seen that there are no Deadhead Paths between P.sub.1 and P.sub.2 which will cure the irregularity caused by the cancellation of flight f.sub.28. The increased functionality provided by a One-Way Fix solution component which allows the solution generation process to avail itself of all available Pairings thus becomes apparent. All of the available Pairings may be searched to find a flight such as f.sub.N6 of Pairing P.sub.N to which the crew members of flight f.sub.27 of P.sub.2 may be deadheaded to cure the Pairing P.sub.2. Through this simplistic added solution component, and the certainty that a self-fix (whether a Complete Self-Fix, or a Partial Self-Fix including Extended-Out Self-Fix) will always be found, the likelihood that all Open Pairings will be cured is dramatically increased. This feature of the invention coupled with the higher order swap solution facility afforded by formulating the Open Pairing problem as an integer program data structure as will be explained below, reduces a problem of N Open Pairings (heretofore thought to be too complex for solution) to a readily solvable problem model. 

Solution Generation Process 

The solution generation process is comprised of four sub-processes referred to as the setup, preprocessing, solution generation, and postprocessing sub-processes. 

Setup: In anticipation of a crew Pairing problem, certain information must be generated and stored for later access before a problem occurs. Specifically, Deadhead Paths with up to three Flight Legs between all airport pairs must be determined and stored in multiply embedded data structure (map<map <multi-map>>) tables hereafter referred to as the deadhead tables. 

The deadhead tables are comprised of one-leg, two-leg, and three-leg Deadhead Path tables, wherein the term "leg" refers to a Flight Leg. The following six tables are constructed: one-leg table sorted by the arrival time at the airport at the end of the second leg; two-leg without intermediate rest table sorted by arrival time at the airport at the end of the second leg; two-leg with intermediate rest table sorted by arrival time at the airport at the end of the second leg; three-leg without intermediate rest table sorted by arrival time at the fourth airport; three-leg with intermediate rest between first and second legs table sorted by arrival time at the airport at the end of the third leg; and three-leg with intermediate rest between second and third legs table sorted by arrival time at the airport at the end of the third leg. In constructing the tables, all possible Deadhead Paths between each airport pair are determined, and those Deadhead Paths which meet the Legality Rules are stored. Any two flights are deemed connectable if the time between the arrival time of one flight and the departure time of the second flight at a designated airport is greater than or equal to the minimum connection time. 

An overview of the solution generation process is illustrated in a hybrid logic flow/functional block diagram of FIG. 6, where upon initiation at logic step 50, a data collection process commences at logic step 51. The data which is collected includes all applicable FAA rules, airline operational rules, and collective bargaining and other contractual rules which may exist that collectively form the Legality Rules that must be complied with by an airline. In addition, flight information including the following must be collected: i. Flight ID (the flight number used for airline operation). ii. Feet Type (aircraft equipment type). iii. Arrival City of scheduled flight. iv. Departure City of scheduled flight. v. Arrival Time of scheduled flight. vi. Departure Time of scheduled flight. vii. Crew Information including crew members, crew positions for which each crew member is qualified, crew ID (crew's unique identification), and list of Pairings to which a crew member is assigned during a Duty Period. viii. Pairing Information including Pairing ID (unique ID of the Pairing), Start Time (starting time of each Pairing), End Time (end time of each Pairing), Base (originating crew base), Flight List (sequence of flights assigned to a particular Pairing). 

From logic step 51, the solution process proceeds to logic step 52 to build Deadhead Paths having up to three Flight Legs from the metadata, and develop therefrom a deadhead table as previously described above. The logic flow process thereafter moves from logic step 52 to logic step 53 to generate all possible Partial, Complete, and One-Way Fix solutions to imaginary irregular problems based upon presumed Breaking, Recovery, Taking, Leaving, and Returning Points in the Pairings selected from the metadata. Logic steps 51 through 53 constitute the setup stage of solution generation. 

The logic flow process continues from logic step 53 to logic step 54 where the deadhead and fixings tables are formatted for storage into the metadata memory at logic step 55. The metadata memory is regularly updated for later use in solving crew recovery problems. The performance of the solution generation process in resolving real problems thereby is improved. 

Logic steps 51 through 55 comprise the setup sub-process of the solution generation process of the present invention. 

Preprocessing: 

After the metadata has been stored in memory at logic step 55, the logic flow process continues to logic step 56, where the solution generation process awaits a user request. If a user request is received at logic step 56, the logic flow process selects Modified Pairings from the metadata memory within a time window specified by the user, and formats the Modified Pairings for use by an optimization solver by executing the mathematical integer program formulation of equations (1) through (3) below. More particularly, the logic flow process proceeds from logic step 56 to logic step 57 to determine whether the user has requested a metadata update. If so, the logic flow process moves from logic step 57 to logic step 58 to collect current flight, crew, Pairing, and Legality Rule information, which is used to update the currently stored metadata at logic step 55. Upon completing the update, the logic flow process proceeds from logic step 55 to logic step 56 to await a user request as before described. 

If at logic step 57 a request for updating the metadata is not detected, the logic flow process continues from logic step 57 to logic step 59 to determine whether a request for solving a crew recovery problem has been made. If not, the logic flow process returns to logic step 56 to await a new user request. If a request to solve a crew recovery problem is detected at logic step 59, however, the logic flow process proceeds from logic step 59 to logic step 60 where the problem reported by the user is formulated into an integer program data structure as will be explained below. 

Logic steps 57 through 60 comprise the preprocessing sub-process of the solution generation process of the present invention. 

Information in the metadata memory of logic step 55 is used by the integer program of logic step 60 to prepare an Open Pairing problem model for solution by the optimization solver of logic step 61. More particularly, information relating to available crew resources, Deadhead Paths, Partial, Complete, and One-Way Fixes, and One-Way and Two-Way Swaps that were generated during the setup stage of the solution generation process are extracted by the integer program of logic step 60. The Open Pairing problem then is formulated into an integer program data structure, and thereafter operated upon by an optimization solver at logic step 61 to generate solutions for curing the Open Pairing problem. If the candidate fixes constructed during the setup stage are not adequate to solve the problem as determined at logic step 61, the logic flow process moves from logic step 61 to logic step 62 to bring further crew resources into play. Thereafter, the logic flow process proceeds to logic step 60 to further formulate the integer program data structure as before described, and then continues to create additional Deadhead Paths, and Partial, Complete, and One-Way Fixes as well as One-Way and Two-Way Swap solutions for use by the Optimization Solver at logic step 61. 

Logic step 61 constitutes the solution generation sub-process, which in the preferred embodiment is performed by the CPLEX solver software system, version 7.0, which is commercially available from ILOG Inc. of 1080 Linda Vista Avenue, Mountain View, Calif. 94043. 

Postprocessing: 

If it is determined at logic step 61 that sufficient candidate solutions and crew resources are available to generate solutions to the problem, solutions are generated, optimized, and checked for compliance with the Legality Rules. The logic flow process thereafter proceeds from logic step 61 through logic step 62 to logic step 63, where the optimized solutions are provided to the user. The logic flow process then returns to logic step 56 to await a new user request. 

Logic step 62 and 63 comprise the post processing sub-process of the solution generation method and system. 

It is to be understood that the metadata memory 55 of FIG. 6 resides in the disk storage unit 9 of FIG. 1, that logic steps 56, 57, 59, and 63 of FIG. 6 reside in the optimization server 1 of FIG. 1, and that the remaining logic/functional steps of FIG. 6 reside in the crew optimization engine 5 of FIG. 1. 

Referring to FIG. 7, a logic flow diagram is illustrated for constructing Partial and Complete Self-Fixing solution components as performed at logic steps 53 and 60 of FIG. 6. The logic flow enters at logic step 70 of FIG. 7 and proceeds to logic step 71, where a Flight Pattern is selected from the metadata memory 55 of FIG. 6, and the pattern is searched at logic step 72 of FIG. 7 to identify Breaking Point (bk) and Recovery Point (rc) pairs, where the Recovery Point occurs at least one flight after the Breaking Point. Thereafter, the logic flow proceeds to logic step 73 to determine whether a pair selected at logic step 72 occurs at a same airport. If so, the logic flow then proceeds to logic step 74 where the pair is stored in the metadata memory 55 of FIG. 6 as a Direct Self-Fix. 

From logic step 74 of FIG. 7, the logic flow process continues to logic step 75 to determine whether any flights remain in the selected Flight Pattern which have not been processed. If not, the logic flow process proceeds from logic step 75 to logic step 76 to determine whether any further Flight Patterns remain in the metadata memory which have not been processed. If not, the logic flow proceeds from logic step 76 to logic step 77 to exit the logic flow process. If further Flight Patterns remain to be processed, however, the logic flow process moves from logic step 76 to logic step 71 to continue as before described. 

If it is determined at logic step 75 that further flights exist in the selected Flight Pattern which have not been processed, the logic flow moves from logic step 75 to logic step 72 where the logic flow process continues as before described. 

If it is determined at logic step 73 that the Breaking Point/Recovery Point pair under consideration is not located at the same airport, the logic flow proceeds from logic step 73 to logic step 78 where the metadata memory is searched for Deadhead Paths connecting the Breaking Point and the Recovery Point of the selected pair. It is assumed that there always is at least one Deadhead Path between a Breaking Point and a Recovery Point of a selected pair. Thereafter, at logic step 79 a determination is made whether a Deadhead Path found in logic step 78 complies with the Legality Rules. If yes, the Deadhead Path is saved as an Indirect Self-Fix at logic step 80, and the logic flow proceeds to logic step 75 to continue as before described. 

If the Deadhead Path found at logic step 78 does not comply with the Legality Rules as determined at logic step 79, the logic flow process moves from logic step 79 to logic step 81 to iterate the Recovery Point (rc) to the starting point of a next flight in the Flight Pattern. Thereafter, the logic flow process continues from logic step 81 to logic step 82 to determine whether a Deadhead Path is stored in the metadata memory which connects the Breaking Point (bk) to the new Recovery Point (rc_k), and complies with the Legality Rules. If such a legal Deadhead Path is found, the logic flow moves from logic step 82 to logic step 83 where the Deadhead Path is stored in the metadata memory as a K-Skip Self-Fix component. The logic flow then loops back to logic step 75 to continue as before described. If the Deadhead Path found at logic step 82 does not comply with the Legality Rules, the logic flow process continues from logic step 82 to logic step 84 to determine whether there are any remaining flights of the Flight Pattern under consideration to which the Recovery Point (rc) may be moved. If yes, the logic flow proceeds from logic step 84 to logic step 81 to continue as before described. If no flights remain in the Flight Pattern, however, the logic flow proceeds from logic step 84 to logic step 85. 

At logic step 85, all paths which connect the Breaking Point (bk) and Recovery Points as iterated flight by flight to the end of the Flight Pattern, and which are stored in the metadata memory at logic steps 74, 80, and 83 are examined. That path providing the earliest arrival time back to the original Flight Pattern of the crew is selected, and thereafter at logic step 86 the path is saved in the metadata memory as an Extended Out Self-Fix component. From logic step 86, the logic flow proceeds to logic step 76 to continue as before described. 

In order to conserve computation time in executing the logic flow process of FIG. 7, and more nearly achieve real time solutions, certain assumptions are made based upon current airline practices: three Flight Legs occur on average during any Duty Period; at most four Duty Periods occur in a Flight Pattern; at most 100 Deadhead Paths occur between any two airports; and only Breaking Points and Recovery Points occurring during the first two Duty Periods are considered. With the above assumptions, irregularities occurring in the near future may be anticipated during the setup subprocess. Those irregularities which are not anticipated during the setup sub-process must be handled during the preprocessing sub-process. 

FIGS. 8 and 9 respectively illustrate the first phase (Phase I) of finding all possible Deadhead Paths in the metadata memory as occurs in logic steps 52 and 60 of FIG. 6, and thereafter the second phase (Phase II) of finding all One-Way Fixes as occurs at logic steps 53 and 60 of FIG. 6, in determining whether any Modified Flight Patterns are available which cure an irregularity in crew assignments. 

In the description which follows, Flight Patterns P.sub.1 and P.sub.2 are referred to as any Flight Pattern pair selected from the metadata. 

Referring to FIG. 8, the logic flow process enters Phase I at logic step 90, and then continues to logic step 91 where any pair of Flight Patterns, P.sub.1 and P.sub.2, which are stored in the metadata memory are selected. From logic step 91 the logic flow process proceeds to logic step 92, where Breaking Points (bk) on P.sub.1 are identified during the first two Duty Periods. For each Breaking Point on P.sub.1, Taking Points (tk) on P.sub.2 are found over a range of six flights occurring after the time of the Breaking Point. Thereafter, the logic flow process continues from logic step 92 to logic step 93 to determine whether a Deadhead Path which complies with the Legality Rules exists between the current Breaking Point and the first of the Taking Points found for the Breaking Point. If yes, the logic flow process proceeds from logic step 93 to logic step 94, where the Deadhead Path is saved as a forward Deadhead Path. 

If the Deadhead Path of logic step 93 does not comply with the Legality Rules, the logic flow process moves from logic step 93 to logic step 95 to determine whether any further Taking Points associated with the current Breaking Point exist on P.sub.2. If so, the logic flow process loops back to logic step 93 to continue as before described. If not, the logic flow process continues from logic step 95 to logic step 96 to determine whether any additional Breaking Points in the current P.sub.1 were found in logic step 92. If so, the logic flow process moves from logic step 96 to logic step 92 to begin the determination of Taking Points on P.sub.2 associated with the next Breaking Point of P.sub.1, and the logic flow continues thereafter as before described. If no additional Breaking Points in P.sub.1 are found at logic step 96, the logic flow proceeds from logic step 96 to logic step 97 to determine whether there are any additional Flight Patterns to be considered. If not, the logic flow process moves from logic step 97 to logic step 98 to enter Phase II of the logic process. If additional Flight Patterns exist in the metadata memory which have not been processed, however, the logic flow process loops back from logic step 97 to logic step 91 to select a new pair of Flight Patterns. The logic flow process then continues as before described. 

After a Deadhead Path is saved at logic step 94, the logic flow process continues to logic step 99, where for a current Breaking Point/Taking Point pair, Leaving Points (lv) occurring on P.sub.2 within a range of all Flight Segments following the current Taking Point are determined. Further, for each Leaving Point, Returning Points (rt) on P.sub.1 which occur within a range of all Flight Segments occurring after the current Leaving Point on P.sub.2 are determined. 

From logic step 99, the logic flow process continues to logic step 100 to determine whether a Deadhead Path complying with the Legality Rules exists between a current Leaving Point as determined at logic step 99, and a current Returning Point found in logic step 99 which is associated with the current Leaving Point. If so, the logic flow process continues from logic step 100 to logic step 101 to save the Deadhead Path as a backward Deadhead Path in the metadata memory. If the Deadhead Path under consideration is determined to not comply with the Legality Rules at logic step 100, or is saved at logic step 101, the logic flow process moves to logic step 102 to determine whether any further Returning Points on P.sub.1 were found at logic step 99 which are associated with the current Leaving Point under consideration. If so, the logic flow process proceeds from logic step 102 to logic step 100 to continue as before described. If not, the logic flow process moves from logic step 102 to logic step 103 to determine whether any additional Leaving Points were found in logic step 99. If so, the logic flow process continues from logic step 103 to logic step 99 where a next Leaving Point and a next Taking Point associated with the new Leaving Point are retrieved from the metadata memory for processing. Thereafter, the logic flow process continues as before described. 

If no additional Leaving Points are determined at logic step 103 to exist in the metadata memory for the Flight Patterns under consideration, the logic flow process moves from logic step 103 to logic step 96 to continue as before described. 

Referring to FIG. 9, Phase II of constructing One-Way Fix solution components is illustrated. The logic flow process enters Phase II at logic step 110, and thereafter proceeds to logic step 111 where any pair of Flight Patterns P.sub.1 and P.sub.2 are selected from the metadata memory. From logic step 111, the logic flow process proceeds to logic step 112 to identify the Breaking Points (bk) on P.sub.1 within the first Duty Periods of P.sub.1. For each Breaking Point on P.sub.1 so identified, the Taking Points (tk) on P.sub.2 within a range of six Flight Segments following the Breaking Point under consideration also are identified. 

The logic flow process then continues from logic step 112 to logic step 113 to determine whether any of the Deadhead Paths saved in Phase I of FIG. 8 connect a currently considered Breaking Point of P.sub.1 with an associated Taking Point of P.sub.2 as identified at logic step 112 of FIG. 9. If such a Deadhead Path is identified, the path is temporarily saved at logic step 114 for further processing. 

From logic step 114, the logic flow process proceeds to logic step 115 to determine Leaving Points (lv) on P.sub.2 within a range of all flights following the Taking Point (tk) of the Deadhead Path temporarily saved at logic step 114. For each such Leaving Point, Returning Points (rt) within a range of all flights following the Leaving Point under consideration are determined. Thereafter, the logic flow process continues from logic step 115 to logic step 116. 

At logic step 116, it is determined whether any of the Deadhead Paths saved in Phase I (FIG. 8) connect the Leaving Point now under consideration with the Returning Point now under consideration. If yes, the logic flow process continues from logic step 116 of FIG. 9 to logic step 117, where it is determined whether the Deadhead Path connecting the Breaking Point and Returning Point as saved at logic step 114, and the Deadhead Path connecting the Leaving Point and Returning Point as identified in logic step 116, together provide a flight path between P.sub.1 and P.sub.2 which complies with the Legality Rules. From logic step 117 the logic flow process continues to logic step 118, and thereafter moves to logic step 120 if the determination at logic step 117 is that the flight path is not in conformance with the Legality Rules. However, if it was determined at logic step 117 that the flight path is in conformance with the Legality Rules, the logic flow process proceeds from logic step 118 to logic step 119 to save the flight path as a One-Way Fix. From logic step 119, the logic flow process moves to logic step 120. 

At logic step 120, it is determined whether any further Flight Pattern pairs exist in the metadata memory. If not, the logic flow process exits at logic step 121. If, however, further Flight Pattern pairs exist which have not been processed, the logic flow process proceeds from logic step 120 to logic step 111 to continue as before described. 

Returning to logic step 113, if no Deadhead Paths were saved during Phase I which connect the Breaking Point (bk) of the Flight Pattern P.sub.1 under consideration with the associated Taking Point (tk) under consideration in Flight Pattern P.sub.2, then the logic flow process moves from logic step 113 to logic step 122 to determine whether there are any further Taking Points of Flight Pattern P.sub.2 associated with the Breaking Point under consideration which have not been processed. If yes, the logic flow process loops back from logic step 122 to logic step 113 to continue as before described. Otherwise, the logic flow process moves from logic step 122 to logic step 123 to determine whether there are any further Breaking Points in Flight Pattern P.sub.1 to be processed. If yes, the logic flow process loops back from logic step 123 to logic step 113 to continue as before described. If no further Breaking Points in the Flight Pattern P.sub.1 remain to be processed, the logic flow process moves from logic step 123 to logic step 124 to determine whether all Flight Pattern pairs in the metadata memory have been examined. If not, the logic flow process moves from logic step 124 to logic step 111 to continue as before described. If, however, all possible pairs of Flight Patterns in the metadata memory have been examined, then the logic flow process moves from logic step 124 to logic 125 to exit. 

Returning to logic step 116, if no Deadhead Paths were identified in Phase I which connect the Leaving Point (lv) of Flight Pattern P.sub.2 and the Returning Point (rt) of Flight Pattern P.sub.1 under consideration, the logic flow process moves from logic step 116 to logic step 126 to determine whether any additional Returning Points of P.sub.1 associated with the Leaving Point of P.sub.2 under consideration exist which have not been processed. If yes, the logic flow process proceeds from logic step 126 to logic step 116 to continue as before described. If not, the logic flow process continues from logic step 126 to logic step 127 to determine whether there are any additional Leaving Points in Flight Pattern P.sub.2 to be processed. If yes, the logic flow process proceeds from logic step 127 to logic step 116 to continue as before described. If not, the logic flow process moves from logic step 127 to logic step 124 to continue as before described. 

Once the above described setup sub-process has been completed, the solution generation process updates the flight, Flight Pattern, and crew information in the metadata memory while awaiting notification that an irregularity has occurred which requires a solution. Because of the dynamic environment in which the system operates, messages are received continually from the user regarding flight movements, delays, and cancellations. Less frequently received are messages concerning Flight Pattern updates including Report Times, Release Times, modified Flight Patterns for rerouted flight sequences, and new patterns which may require reconstruction of Self-Fixes and One-Way Fixes. Crew updates such as Pairings and qualification updates have no effect on the metadata memory data During the updating process as described above, message inputs are continually monitored to determine whether any user request to solve an actual crew irregularity problem has occurred. If so, the preprocessing sub-process is initiated as described below. 

When a crew irregularity occurs, the solution components generated during the setup sub-process are reviewed to determine whether they can be used to cure the irregularity. If they do not provide a cure, then additional solution components will have to be generated as previously described. 

In preparation for generating a solution, the crew irregularity problem which is presented is subjected to certain restraints which take into account decision tree preferences that are practiced by airlines in the coordination of crews. 

The first constraint set, called the crew constraint set, is represented by equation (1) below, where 

.times..times..times..times..times..times..A-inverted. ##EQU00001## 

where "i" refers to a first Pairing, whether broken or unbroken; "j" refers to a second Pairing, whether broken or unbroken; "t" refers to the t.sup.th fix. For a One-Way Fix there could be plural fixes with different combinations of tk, lv, or rt points. For a Partial Self-Fix, plural fixes with different rt points could occur; "x" is an integer variable which can take a value of either 0 or 1. It refers to a fix, whether a Partial Self-Fix or a One-Way Fix; and ".A-inverted." means "for all". Thus ".A-inverted.i" means that equation (1) applies to all Pairings. 

In the above equation, where i=j, x.sub.ij would represent a Partial Self-Fixing. Otherwise, with i.noteq.j, x would represent a One-Way Fix of the i.sup.th Pairing by taking flights from the j.sup.th Pairing. The equation thus represents the summation over all j and t of the x fixes in the t.sup.th option of tk, lv, and rt points. 

For each Pairing i, the constraint set of equation (1) above represents that for all possible fixes where Pairing i can be modified as x.sub.ij.sup.t, whether Self-Fixes when i=j, or One-way Fixes when i.noteq.j, exactly one fix has to be chosen. Thus, the summation of all of the fixes has to be equal to one. This constraint set ensures that for each Pairing selected in the problem model, exactly one way to modify the Pairing is found so that a crew member assigned to the Pairing will be able to go back to his/her home base. 

The second constraint set as presented below in equation (2) is referred to as a flight constraint set. .SIGMA..sub.i,j,tx.sup.ij.sub.t(f)+y.sub.f-S.sub.f=1.A-inverted.f, where (2) y.sub.f is an integer variable, where y.sub.f=0 if a flight f is covered by a fix "x", and y.sub.f=1 if the flight f is not covered by a fix "x"; f refers to an integer indicating a flight identifier; S.sub.f means a Slack Factor referring to a over-coverage of crew to guarantee the feasibility of the solution; and x.sup.t.sub.ij(f) is as previously described. In this context, "f" simply means that flight f is covered by the fix "x". 

In order to fully describe the constraint set of equation (2) above, the open flight concept must first be described. For each Open Pairing, all the flights starting from the first flight to a Breaking Point have already been taken by the crew members of the Pairing. However, flights starting from the Recovery Point to the end of the Pairing are all open following the Breaking Point because they have no crew. These latter flights are referred to as Open Flights. 

For each Open Flight f, constraint set (2) makes sure that either the flight is covered, or if it could not be covered, then a Cost or penalty will be added to the final solution. On the left hand side of equation (2), all of the fixes x.sup.t.sub.ij that cover flight f are summarized. If any of the fixes is chosen, then the flight will be covered. If none of the fixes are selected in the final solution, then y.sub.f has to be set to one to make the equation valid. With a positive value of y.sub.f, a cost C.sub.f will be added to the total cost of the solution. In the event that more than one fix is chosen in the final solution, then the flight f will be over-covered. For example, if two fixes of two different Pairings are chosen, then the flight will be covered with two crew members. In this case, if Slack Factor S.sub.f is set to one, the equation will still be valid. Of course, the positive value of S.sub.f will also incur a cost of B.sub.f to be added to the total cost of the solution. 

From the above, a solution model is devised which emphasizes One-Way Fixes and Self Fixes x.sup.t.sub.ij as represented by equation (3) below. Objective=min..SIGMA..sup.t.sub.i,jC.sup.t.sub.i,jx.sup.t.sub.i,j+.SIGMA.- .sub.fC.sub.fy.sub.f+.SIGMA..sub.fB.sub.fS.sub.f, (3) where C.sup.t.sub.i,j represents the Cost to the airline in implementing a One-Way Fix x.sup.t.sub.i,j, when i.noteq.j, and a Self Fix when i=j; C.sub.f represents the Cost to the airline for flight f which is not covered by any fixes; B.sub.f represents the Cost of the crew over-coverage for flight f; and x, y, S.sub.f, j, and t are as before defined. 

The invention comprises the constraint sets of equations (1) and (2) above in combination with equation (3) of the integer program, and One-Way Fixes which allow n Pairings (where n is an integer equal to 1 or greater) to become part of the solution process, and N-Way Swaps to become part of the solution which is generated. Problems of high complexity thereby may be formulated into a readily solvable integer program data structure that may be operated upon by an optimization solver to generate solutions that may include one or more of Partial Self-Fixes, Complete Self-Fixes, One-Way Fixes, and N-Way Swaps of any order. 

Referring to FIG. 10, the high potential of One-Way Fix solution components for obtaining solutions of n Pairings is demonstrated. Each of four Open Pairings, P.sub.1, P.sub.2, P.sub.3, and P.sub.4, are shown with canceled flights as shown by the x's. Each node of each Pairing represents a different airport. The arrows represent Deadhead Paths with the tail of the arrow indicating a departure from an airport, and the head of the arrow representing an arrival at an airport. 

In accordance with the solution generation process as described above, all Deadhead Paths are first determined. Thereafter, based upon the Deadhead Paths that are found, all Self-Fixes of the Open Pairings are determined. Referring to Pairing P.sub.1 of FIG. 10, a Breaking Point occurs at bk1. A Recovery Point rc1 and a Returning Point rt1 occur at the intended airport of arrival of the canceled flight. Other potential returning points are shown as rt2, rt3, and rt4. 

As previously stated, x.sub.ij in the above equations represents a Self-Fix when i=j. Further, the superscript of x is t, which is an integer referring to a particular Self-Fix. 

Where supportive Deadhead Paths exist, Possible Partial Self-Fixes for P.sub.1 may be represented as follows: (4) x.sup.1.sub.11=the Self-Fix obtained by taking a Deadhead Path from bk1 to rt2. (5) x.sup.2.sub.11=the Self-Fix obtained by taking a Deadhead Path from bk1 to rt3. (6) x.sup.3.sub.11=the Self-Fix obtained by taking a Deadhead Path from bk1 to the home base represented by the triangle and rt4. 

Where supportive Deadhead Paths exist, Possible Partial Self-Fixes for P.sub.2 may be represented as follows: (7) x.sup.1.sub.22=the Self-Fix obtained by taking a Deadhead Path from bk2 to rt6. (8) x.sup.2.sub.22=the Self-Fix obtained by taking a Deadhead Path from bk2 to rt7. (9) x.sup.3.sub.22=the Self-Fix obtained by taking a Deadhead Path from bk2 to rt8 at the home base represented by the triangle. 

Where a supportive Deadhead Path exist, a Possible Partial Self-Fix for P.sub.3 may be represented as follows: (10) x.sup.1.sub.33=the Self-Fix obtained by taking a Deadhead Path from bk3 to the home base at rt11. 

Where supportive Deadhead Paths exist, Partial Self-Fixes for Open Pairing P.sub.4 may be represented as follows: (11) x.sup.1.sub.44=the Self-Fix obtained by taking a Deadhead Path from bk4 to rt13. (12) x.sup.2.sub.44=the Self-Fix obtained by taking a Deadhead Path from bk4 to rt14. (13) x.sup.3.sub.44=the Self-Fix obtained by taking a Deadhead Path from bk4 to rt15. 

After all possible Deadhead Paths and Self-Fixes have been determined, all possible One-Way Fixes are determined. As before stated, where i.noteq.j, x.sub.i,j refers to a One-Way Fix. Thus, a first possible One-Way Fix between P.sub.1 and P.sub.2, where one or more flights are taken from P.sub.2 to fix P.sub.1, may be represented by x.sup.1.sub.12. As an example, the following shows how such a fix can be constructed: 

Where supportive Deadhead Paths exist, a One-Way Fix for Open Pairing P.sub.1 to take flights of open Pairing P.sub.2 may be represented by x.sup.1.sub.12, which is the One-Way Fix obtained by taking a Deadhead Path from the P.sub.1 Breaking Point bk1 to a P.sub.2 Recovery Point rc2 that is also a Taking point tk2 of P.sub.2. Therefore, the crew may take flight f.sub.24 from tk2 to a Leaving Point lv2 of P.sub.2. At lv2, a Deadhead Path may be taken from after lv2 back to a P.sub.1 Returning Point rt1 to complete the One-Way Fix. 

A second such One-Way Fix would be represented by x.sup.2.sub.12. If flights are to be taken from P.sub.1 to fix P.sub.2, such a One-Way Fix would be represented by x.sup.1.sub.21 for the first such fix. That is, t=1, i=2, and j=1. 

With One-Way Fixes, the solution generation process is not limited to fixing one Open Pairing at a time as would be required for Self-Fixes, or two Open Pairings at a time as would be required of One-Way Swaps and Two-Way Swaps, or Three Open Pairings at a time as would be required for Three-Way Swaps. Rather, the One-Way Fix solution component may accommodate n Parings at a time, where n is any integer greater than zero. 

For a first set of solutions, the One-Way Fix solution components are operated upon by the Integer Program Model of equations (1), (2) and (3) above to form an integer program data structure that may be input to the before mentioned CPLEX software program offered commercially by ILOG Inc. The result is a solution which may include one or more of Complete Self-Fixes, One-Way Fixes, and N-Way Swaps. FIG. 10 illustrates one solution for four Open Pairings, which may be symbolically represented by P.sub.1.fwdarw.P.sub.2.fwdarw.P.sub.4.fwdarw.P.sub.3.fwdarw.P.sub.1 as a four.-way swap. 

By way of separate example in executing the ILOG CPLEX program, the following equations (14) through (21) are presented. 

For the first constraints of equation (1) above, there results for P.sub.1 the following: x.sup.1.sub.11+x.sup.2.sub.11+x.sup.3.sub.11+x.sup.1.sub.12+x.sup.2.sub.1- 2+x.sup.3.sub.12+x.sup.4.sub.12+x.sup.5.sub.12+x.sup.1.sub.13+x.sup.2.sub.- 13+x.sup.1.sub.14+x.sup.2.sub.14=1 (14) 

In the solution, by way of example, all of the above terms of equation (14) may be zero, except x.sup.2.sub.12 which may be equal to one. 

For P.sub.2, equation (1) above may become, x.sup.1.sub.22+x.sup.2.sub.22+x.sup.3.sub.22+x.sup.4.sub.22+x.sup.5.sub.2- 2+x.sup.6.sub.22+x.sup.1.sub.21+x.sup.2.sub.21+x.sup.3.sub.21+x.sup.1.sub.- 23+x.sup.2.sub.23+x.sup.1.sub.24=1 (15) 

By way of example, all of the above terms of the equation (15) may be zero, except x.sup.1.sub.24 which may be equal to one. 

For P.sub.3 equation (1) above may become, x.sup.1.sub.33+x.sup.1.sub.31+x.sup.2.sub.31+x.sup.3.sub.32+x.sup.1.sub.3- 4+x.sup.2.sub.34=1 (16) 

By way of example, all of the terms of the above equation (16) may be zero except x.sup.1.sub.31 which may be equal to one. 

For P.sub.4, equation (1) may become, x.sup.1.sub.44+x.sup.2.sub.44+x.sup.1.sub.41+x.sup.1.sub.42+x.sup.1.sub.4- 3=1 (17) 

Again by way of example, all of the terms of the above equation (17) are zero, except x.sup.1.sub.43 which may be equal to one. 

With respect to the flight constraints of equation (2) above, and referring to FIG. 10 for purposes of illustrating a solution example, we would have a total of 11 constraints to ensure that each of the Open Flights (flights after the Breaking Point of an Open Pairing, starting from the Recovery Point to the end of each Open Pairing) for each Open Pairing, i.e. f.sub.13, f.sub.14, f.sub.15, f.sub.24, f.sub.25, f.sub.26, f.sub.34, f.sub.35, f.sub.47, f.sub.48 and f.sub.49 of FIG. 10, is either covered by One-Way Fixes or uncovered with y.sub.ij being non-zero. The following flight constraints for flights f.sub.14, f.sub.15 and f.sub.25 of FIG. 10 are provided as an example: For flight f.sub.14, x.sup.1.sub.12+x.sup.1.sub.21+x.sup.2.sub.21+x.sup.3.sub.21+x.sup.1.sub.3- 1+x.sup.2.sub.31+y.sub.14-S.sub.14=1 (18) 

Equation (18) is satisfied because on the left hand side of the equation all but x.sup.1.sub.31, are equal to zero. Since x.sup.1.sub.31 is equal to one, as stated in connection with equation (16) above, the equation is satisfied. For flight f.sub.15, x.sup.1.sub.1+x.sup.1.sub.12+x.sup.2.sub.12+x.sup.2.sub.21+x.sup.3.sub.21- +x.sup.2.sub.31+x.sup.1.sub.41+Y.sub.15-S.sub.15=1 (19) 

Equation (19) is satisfied because on the left hand side of the equation all except x.sup.1.sub.12 are equal to zero. With x.sub.12.sup.1 being equal to one, the equation is satisfied. When the crew of the One-Way Fix x.sup.1.sub.12 come back to their own pairing P.sub.1 by way of Deadhead Path D21, they cover the flight f.sub.15. For flight f.sub.25, x.sub.22.sup.1+x.sub.12.sup.1+x.sub.12.sup.2+x.sub.12.sup.3+x.sub.12.sup.- 4+x.sub.12.sup.5+x.sub.32.sup.1+x.sub.32.sup.2+x.sub.32.sup.3+x.sub.42.sup- .1+y.sub.22-i S.sub.22=1 (20) 

Equation (20) is satisfied because on the left hand side of the equation all except x.sup.2.sub.12 are zero. Because x.sup.2.sub.12 is equal to one, the above equation is satisfied. 

With the constraints of equations (14) through (20) being satisfied, the math model represented by equation (3) above is submitted to the Optimization Solver 61 of FIG. 6. The final solution which results is that shown in FIG. 10, which involves only One-Way Fixes. The above process of using One-Way Fixes without swaps for submission to the integer program model of equation (3) provides one set of solutions to the Open Pairing problem for n Pairings. 

A second set of solutions may be generated by determining all One-Way Swaps and all Two-Way Swaps among n Pairings, and then simplifying through the use of a Matching Transformation. Such transformation is not applicable for N-Way Swaps of a higher order than two. 

Referring to FIG. 11(a), 12 nodes are shown. Each node represents a Pairing. The nodes are connected through arcs. A Matching Transformation occurs in FIG. 11(b) in which every vertex has a degree of at most one. That is, no two arcs or node connecting paths share a common vertex. Thus, FIG. 11(b) is said to illustrate a Matching Transformation of FIG. 11(a). As may be clearly seen, a Matching Transformation dramatically simplifies the Open Pairing problem. 

The following summarizes the step by step process of performing a Matching Transformation. When an Open Pairing problem is identified, the problem is transformed into a weighted matching problem by first recalling that a One-Way Swap is comprised of a Self-Fixing and a One-Way Fixing, and that a Two-Way Swap is comprised of two One-Way Fixings. The step-by-step process thereafter is as follows: 

1. Two vertices, an original vertex and its mirror vertex, represent an Open Pairing. It is assumed that a Self-Fixing always exists, and that the two vertices thus can be connected by a legal arc. The cost C of the arc will be due to such Cost Factors as the number of skipped flights, unutilized crew members, etc. 

2. For any two Open Pairings, if a One-Way Swap or a Two-Way Swap exists, select the solution component which is of lesser Cost C. Join the original vertices of the two Open Pairings with an arc, and assign the arc the lesser Cost C above. 

3. For each mirror vertex pair, regardless of whether there exists a swap represented by an arc that connects the corresponding original nodes, join the two mirror vertices with an arc, and set the Cost of the arc to zero. 

Through use of the above process, an Open Pairing problem may be solved as a weighted matching problem by selecting a set of arcs with minimum Cost to cover each vertex exactly once. The fact that every original vertex has to be covered exactly once guarantees that every Open Pairing will be fixed. 

Referring to FIG. 12, four Open Pairings of original and mirror vertices 201/201', 202/202', 203/203', and 204/204' are shown. If a swap component exists between Pairings 201/201' and 204/204', and between Pairings 202/202' and 203/203', an optimal solution of the Matching Transformation may be formed as illustrated by the bold paths between 201 and 201', 202 and 203, 204 and 204', and 202' and 203'. Open Pairing 201/201' is fixed by a Complete Self-Fix of Cost C.sub.11', and Open Pairing 204/204' is fixed by a Complete Self-Fix of Cost C.sub.44'. A Complete Self-Fix is denoted by an arc between an original vertex and its mirror vertex. Open Pairings 202/202' and 203/203' are fixed by a One-Way or a Two-Way Swap of least Cost between the two Pairings. The matching arc between the two mirror vertices 202' and 203' may be ignored since the Cost C.sub.2'3', is zero. 

The above process of determining all One-Way Swaps and Two-Way Swaps, and thereafter simplifying the resulting problem through a Matching Transformation provides a second set of solutions which may be provided for consideration by the user. The final solution for a user is that which presents the least Cost to the user. 

The present invention has been particularly shown and described in detail with reference to a preferred embodiment, which is merely illustrative of the principles of the invention and is not to be taken as a limitation to its scope. It further will be readily understood by those skilled in the art, Operations Research, that substitution of equivalent elements, reordering of steps, and other modifications and alterations of the invention may occur without departing from the scope and spirit of the invention. The appended claims are intended to include within their scope such modifications and alterations. 

* * * * *
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